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Motivation

Multi-modal foundation models demonstrate capability to be adapted for a 

wide range of downstream tasks, trained to extract common feature spaces 

from images, points, texts.

Prompt tuning can adapt to different tasks, preserving the foundation models’ 

capabilities.

Related Work

MSMDFusion [21]: Deep fuses camera and LiDAR’s features with two 

modules, Multi-Depth Unprojection (MDU) and Gated, Modality-Aware 

Convolution (GMA-Conv). 

Multi-modal Large Language Models: CLIP [42] has demonstrated 

impressive zero-shot generalization abilities, inspiring a range of applications. 

ULIP [52] creates language, image, and point triplet data, and learns to 

encode data from these three modalities into a unified feature space.

VPT [20]: introduces a set of vision prompts at different layers to efficiently 

adapt large pre-trained models to downstream tasks.

Contributions

We propose PF3Det, 

a visual LiDAR 3D 

detection model 

architecture that can 

efficiently learn to 

predict high-quality 3D 

objects with a small 

amount of data.

Our proposed method 

takes multi-modal 

foundational features and bridges the modality domain gaps in the bird-eye-

view (BEV) stage by incorporating the soft prompts for convolutional layers. 

Our proposed PF3Det achieves the SOTA performance on the 3D object 

detection task under limited training data. We run extensive experiments to 

explore different settings and provide guidance on how to select parameters.

PF3Det Architecture

Foundational Branch

The foundational extractor F (·), 

helps the model extract more 

high-level information from the 

input images.

Multi-modal Soft-prompt Adapter

Two levels of soft prompts are added at different levels of the 

detector at        and             .

Qualitative Results

Foundational branch ablation study

Multi-modal soft-prompt adapter experiment
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