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Introduction & Motivation

Classic (3D) Anomaly Detection [1-3] methods focus on the setting that the
testing data (normal + abnormal) are from the same class and the same domain
as training data. However, in real-world industrial 3D Anomaly Detection and
Localization applications,

e the normal training data of the target objects can be unavailable (e.g.,
data privacy, export control regulations, etc.).

e the client's data can be sensitive, and the client only wants a solution
that can perform well “off-the-shelf.”
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Problem Overview

We propose a new 3D anomaly detection setting: zero-shot 3D anomaly detec-
tion, which refrain practioners from training models for each class separately.
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e During training, anomaly-free data from one class are used.

e During testing, the model is required to detect and localize anomalies
from other classes.
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3DzAL mainly adopts 3 branches to extract features given both RGB and 3D
point cloud (xyz) data of an object:

e The RGB branch extracts feature from 2D image data of the object using
ResNet pre-trained on ImageNet.

e The FPFH branch extracts handcrafted FPFH features from xyz data.

e The point cloud branch employs a learnable network (PointNet++) to
extract features. The network is trained by a patch-level contrastive
learning loss, which takes inductive bias-based pseudo anomaly patches
as negative samples and normal patches as positive samples and a repre-
sentation disentanglement loss which pushes the FPFH features and the
learned 3D features away.

The features of the three branches are concatenated to store in the memory
bank where a coreset selection is performed. In addition, a normalcy classifier
is trained to classify the pseudo anomaly patch and the normal patch using the
binary cross-entropy loss.

Inductive Bias of Random Networks
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We feed the xyz data of abnormal examples as the input of a randomly initialized
and untrained ResNet-50, and visualize the attention maps. These maps show
that the random network has the inductive bias of covering the locations of
interest, including the locations shown in the ground truth.

Pseudo Anomaly Generation
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Overview of our proposed patch-level 3D pseudo anomaly sample generation

process for both “adding” and “removing’ type anomalies.

Training Objectives

contrastive learning loss:

representation disentan-
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Anomaly Scores
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Quantitative Results

3DzAL outperforms the state-of-the-art methods on the MV Tec 3D-AD dataset
for the zero-shot 3D anomaly detection and localization tasks.

train\test bagel cable carrot cookie dowel foam peach potato rope tire mean (3DzAL ) BTF 3DSR

bagel 786 919 89.3 816 483 912 965 820 86.7 82.9 (12.4) 805 79
cable 31.5 - 87.1 48.6 810 56.6 654 894  81.8 80.7 69.1 (1 0.9) 682 6.6
carrot 454 712 - 52.9 823 463 673 913 844 893 70.7 (T 2.1) 686 21.7
cookie 70.6 768 915 - 81.0 465 829 91.7 844 892 794 (1 5.5) 739 8.3
dowel 15.1 767  89.8 20.8 - 464  49.0 845 823 893 61.5 (T 4.1) 574 354
foam 256 776  86.0 9.4 80.1 - 570 794 79.8 839 64.3 (1 3.3) 610 05
peach 81.3 788 924 84.8 827  51.8 - 979 829 892 82.4 (1 3.5) 789 142
potato 78.0 781  96.7 80.0 815 464  88.8 - 827 88.1 80.0 (1 1.7) 783 132
rope 134 763  87.7 9.0 80.5 458 47.7 82.7 - 89.4 59.2 (1 7.2) 520 193

tire 149 7677 878 6.5 80.8 470 484 83.7 80.8 - 58.5 (14.7) 53.8 238

Table 1. The detailed pixel-level AUPRO (%) of 3DzAL under the zero-shot setting. The best and second-best performances are highlighted in
bold and underline (the gain of 3DzAL over the best baseline is also reported). 3DzAL outperforms BTF and 3DSR in all of the categories.

train\test bagel cable carrot cookie dowel foam peach potato rope tire mean (3DzAL ) BTF 3DSR
bagel 579 718 68.9 575 58.1  56.1 69.0 473 559 60.3 (1 6.9) 534  46.1
cable 52.5 - 52.3 49.6 51,6 724 464 482 442 599 53.0 (T 2.9) 50.1  47.7
carrot 51.6 54.1 - 535 579 549 525 48.8 48.1 47.1 52.1 (1 1.3) 508 460
cookie 40.2 50.0 555 - 553 60.1 460 473 359 3596 50.0 (J 0.6) 495  350.6
dowel 549 570 424 51.8 - 576 504 559 589 504 53.3 (1 2.0) 513 473
foam 60.9 488  46.7 47.0 52.7 - 490 485 500 624 51.8 (] 3.8) 499  55.6
peach 46.5 492 675 49.3 55.0 54.8 - 79.7 581 526 57.0(T 1.4) 556 450
potato 438 505 738 43.2 524  55.6 49.7 - 46.2 483 51.5 (] 0.6) 521  49.7
rope 488 47.6 546 42.0 419 528 4677 457 - 61.8 49.1 (] 1.0) 49.1 501
tire 48.0 52.1 488 45.5 51,6 635 536 500 563 - 52.2 (1 0.8) 505 514

Table 2. The detailed image-level AUROC of 3DzAL under the zero-shot setting. The best and second-best performances are highlighted in bold
and underline (the gain of 3DzAL over the best baseline is also reported). 3DzAL outperforms BTF and 3DSR in most of the categories.

Combining both the adding-point and removing-point type in pseudo anomaly
generation achieves the best performance. For each cell, the numbers correspond
to the cases when the training class is bagel/potato/rope.

pseudo anomaly generation type pixel-level

AUPRO (%)

image-level

AUROC (%)

adding points removing points

v X 80.3/79.3/58.8 53.8/52.6/49.1
X v 81.0/79.6/589 54.0/52.8/49.1

v ve 82.9/80.0/359.2 60.3/51.5/49.1

The ablation on CNN weight initialization (WI) type shows that random-
initialized CNN for inductive-bias-based pseudo anomaly generation leads to the
best performance. For each cell, the numbers correspond to the cases when the
training class is bagel /peach /rope.

pixel-level image-level
method AUPRO (%)  AUROC (%)
BTF (baseline) 80.5/78.9/52.0 53.4/55.6/49.1

3DzAL (pretrained CNN WI) 81.4/79.6/57.8 56.7/56.0/49.1
3DzAL (random CNN WI) 82.9/82.4/59.2 60.3/57.0/49.1

3DzAL also works for training data with multiple classes. For each cell, the

first/second number is pixel-level AUPRO (%) /image-level AUROC(%).

training classes \ method  BTF 3DzAL

80.3/53.4 80.9 (1 0.6)/353.7 (] 0.3)
7947508 83.7(14.3)/55.4(4.6)
78.5/51.3 803 (] 1.8)/54.0 (T 2.7)

bagel + cable
carrot + cookie
dowel + foam
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