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• Differential Privacy usually comes with a significant utility cost

• Diffusion Models (DM) enable high-quality synthetic generation

• Can we leverage synthetic samples to protect privacy?

• [Ghalebikesabi et al., 23] shows that fully fine-tuned DM (with DP-

SGD) on private data can generate useful synthetic images

• However, full fine-tuning DM with DP-SGD is resource-demanding 

in terms of memory and computation

• Parameter-Efficient Fine-Tuning (PEFT) is popular in LLMs, can we 

leverage PEFT for finetuning DM with DP-SGD? 

Table 1. MNIST test accuracy of CNN 

classifier for each DP training method (with 

access to full MNIST train set).
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DP-LoDA Framework

Table 2. CIFAR-10 test accuracy of ResNet9 for each DP 

training method (with access to full CIFAR-10 training set). 

𝛿 = 10−5

*Dimension r is set to 4 for DP-LoDA in all experiments.

Table 3. CIFAR-10 test accuracy of ResNet9 for each DP 

training method (with access to 1% CIFAR-10 training set). 

𝛿 = 10−5

Figure. Generated images by Diffusion Model after DP-LoDA 

fine-tuning with (𝜖 = 10, 𝛿 = 10−5) on 1% CIFAR-10 training set.

A

B


	Slide 1

