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Background Problem Solution 

 

AI has a trustworthiness problem. 

Post hoc explanation has a trustworthiness 

problem. 

• Post hoc explainers disagree 

• Post hoc explanation fidelity is unverifiable 

• Post hoc explainers can be fooled 

• Humans can be fooled by explanations 

• “Researcher degrees of freedom” 

Example Explanation 

 

Prototypical Part Neural Networks 

• Goal: Produce explanations of the form, This 
looks like that 

• Inference 

• Image embedding  

• Similarity pooling 

• Linear combination of scores 

• Prototype Training 

• Learnable prototype vectors 

• Project closest training patches onto proto-
type vectors 

• Prototype Visualization & Localization 

PixPNet: Pixel-Grounded Prototype Network 

• Guarantee faithful part localization by design 

• Key idea: constrain backbone receptive field 

(accuracy-localization precision trade-off) 

Proposed Pixel Space 

Mapping 

• Select input correspond-

ing to receptive field  

• Assign Value: 
Max(Current, Gaussian( 
  Similarity)) 

Results 

• Outperforms ProtoPNet accuracy on CUB-

200-2011 and Stanford Cars datasets 

• Does not rely on bounding box annotations 

 

• Interpretabil-

ity Metrics: 

• Semantic 

consistency 

• Semantic 

Stability 

• Relevance 

Ordering 

Test 
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Glaring Problem 

• Pixel Space Mapping is ill-formed 

• Is it fair to say just 5% of the input contribut-

ed to the similarity score? 

• Is it fair to say positions in latent feature 

maps correspond to parts of the input? 


