
Conclusion

Experiments & Results

Our goal is to optimize the following objective:

RobustTS: We solve the problem with an alternating optimization framework.

1) Fix  𝒩 and optimize 𝒛∗ using a projected gradient descent (PGD). 𝑗=1, …, 𝑛,

2) Fix {𝑧𝑗
∗}𝑗=1
𝑛 and optimize for θ (parameters of NSN):

RobustTS++: To further refine the outputs obtained from the RobustTS stage,

we revisit the training set 𝐏. Recovered data  𝐏 is created from the entire corrupted

training data. We train a neural network ℋ. Finally, the refined 𝐗′ = ℋ  𝐗 is

obtained, which is closer to 𝐗.

• Given a pretrained decoder or a generative 

model trained on clean data, can we recover 

clean time series purely at test time, even when 

the noise model is unknown and can vary? 

• We propose a robust framework for recovering 

time series under “unknown noise”.

• We also show that the recovered time series can 

be directly used on pretrained classifiers, trained 

on clean data, without a large drop in accuracy.

• We demonstrate improved performance over 

existing methods for multiple datasets from 

diverse domains.
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Introduction

We proposed RobustTS and RobustTS++

which provide a framework to adapt to

different noise models at the time of

deployment. Using these methods, we are

able to recover clean signals at test time

and use pre-trained classifiers with no need

for fine tuning.
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Augmentation methods

We sample from a set of corruption functions generated randomly at test

time, including Gaussian noise, time shift and scale, calibration error, etc.

We test our method on two activity recognition datasets: (1) PAMAP2 which

uses IMUs and heart rate and (2) HDM05 which uses motion.

A decoder model 𝒢 trained on clean data 𝐗 is used to estimate the

unknown noise by using a Noise Simulator Networks (NSN).


