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Introduction

Adjacency matrix (Spatial): used to model joints’ dependency
• Do not have learnable dynamic topology of joint connection.
• Do not have learnable dynamic intensity of joint connection.
• Do not embed spatio-temporal focus with direct enforcement. 
Attention module (Temporal): used to tell which joints in what 
movement is important  
• Do not have objectives to directly enforce the net to capture the spatial 
and temporal patterns jointly.
• Do not have objectives to learn discriminative joints and joint movement 
for different action classes.

STF Exploration 𝐿!
When and where to look at

𝐿! = 𝑔" 𝑋 − 𝑄⊙𝑋

𝑦 is the prediction class of the original sequence, 𝑔"(⋅) extracts 
the prediction score of 𝑋 − 𝑄⊙𝑋 at the original prediction 
class 𝑦, and 𝑋 is the input sequence, ⊙ is the element-wise 
production.

Spatio-Temporal Focus
Extract	Spatio-Temporal	Focus	in	GradCammanner

𝑄 = 𝑅𝑒𝐿𝑈 F
#

(
1
𝑍
(F
$

F
%

𝜕 J𝑦
𝜕𝑋#$%&

)𝑋#$%& )

where J𝑦 is the category prediction score at class 𝑦, c, 𝑡, 𝑣 denote 
the channel, temporal and spatial dimension of the input feature 
map 𝑋#$%& respectively. 𝑍 is the normalization factor of the spatio-
temporal dimension.

Conclusion
• We design the novel STF module that generates dynamic 
connection topology and intensity
• We propose three loss terms defined on the gradient-
based spatio-temporal focus to guide the classifier

•when and where to look at
•distinguish confusing classes
•optimize the stacked STF modules.

• SOTA performance on three benchmarks, scarce data and 
dataset shifting settings.

Pipeline

STF Consistent 𝐿"
• Same input same attention on different GCNs

• Later	GCN	larger	receptive	field	and	better	attention	

𝐿# = 𝑄' − 𝑄( 2
𝑄' , 𝑄( are the spatio-temporal focus of the STF-GCN modules 
𝑖, 𝑗 respectively

STF Divergence 𝐿#
• Different class different focus

𝐿) = − 𝑄"! − 𝑄"" 2

𝑄"! , 𝑄"" are the spatio-temporal focus of the top-2 prediction 
classes 𝑦' , 𝑦( respectively

STF Module (STF-GCN)

Instance dependent Adjacency Matrix: 𝐺* = 𝛼(𝛽(𝑋&))

STF	loss:	𝐿+# = ‖𝑄 − 𝛽(𝑋&)‖2

Overall STF Loss
𝐿 = 𝐿#! + 𝜆!𝐿! + 𝜆)𝐿) + 𝜆#𝐿# + 𝜆+#𝐿+#

where 𝜆! , 𝜆) , 𝜆# , 𝜆+# are the weights of the losses. 
• Adjust 𝜆 such each loss term is of same order
• Optimizing 𝐿! and 𝐿) together makes the training process 

unstable: separate 𝐿! from the other losses

Dataset
• 3D skeleton: NTU RGB+D 60/120
• 2D skeleton: Kinetics Skeleton 400

Experiment: Comparison w/ SOTA

Experiment: Dataset Shifting
• Train on NTU-60, tune last FC layer and test on NTU 120

Experiment: Ablation Study

Experiment: Classwise improvement

Experiment: Scarce Data


