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Abstract

Remote temperature sensing of volumetric flows has a variety of applications, such as promot-
ing thermal comfort, heat dissipation, or data center cooling. The emergence of background-
oriented schlieren (BOS) imaging in recent years has enabled transparent flow visualization
at minor costs. In this paper, we develop a framework for non-invasive volumetric indoor
airflow estimation from a single viewpoint using BOS measurements and physics-informed
reconstruction. Our framework utilizes a light projector that projects a pattern onto a tar-
get back wall and a camera that observes small distortions in the light pattern due to the
change in the refractive index of the air as a result of the temperature variation. While the
single-view BOS tomography problem is severely ill- posed, we regularize the reconstruction
using a physics-informed neural network (PINN) that ensures that the reconstructed airflow
is consistent with the coupled Boussinesq approximation of the incompressible Navier— Stokes
and the heat transfer equations.
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Abstract—Remote temperature sensing of volumetric flows has a vari-
ety of applications, such as promoting thermal comfort, heat dissipation,
or data center cooling. The emergence of background-oriented schlieren
(BOS) imaging in recent years has enabled transparent flow visualization
at minor costs. In this paper, we develop a framework for non-invasive
volumetric indoor airflow estimation from a single viewpoint using
BOS measurements and physics-informed reconstruction. Our framework
utilizes a light projector that projects a pattern onto a target back wall
and a camera that observes small distortions in the light pattern due to
the change in the refractive index of the air as a result of the temperature
variation. While the single-view BOS tomography problem is severely ill-
posed, we regularize the reconstruction using a physics-informed neural
network (PINN) that ensures that the reconstructed airflow is consistent
with the coupled Boussinesq approximation of the incompressible Navier—
Stokes and the heat transfer equations.

Index Terms—background-oriented schlieren, physics-informed neural
network, refractive index, ray tracing, airflow sensing

I. INTRODUCTION

Understanding the airflow in indoor spaces is crucial for improving
the comfort and efficiency of heating, ventilation, and air conditioning
(HVAC) systems [1]-[4]. However, three-dimensional (3D) airflow
sensing is challenging since hardware sensors only measure localized
spatial regions around the sensors [5], and computationally-aided
systems rely on expensive computational fluid dynamics (CFD)
simulations to predict airflow regimes [6]. Alternatively, existing
imaging techniques require expensive, precise optics for schlieren
imaging [7] or laser-induced fluorescence [8], or the injection of
particles for particle image velocimetry (PIV) [9].

One promising development is background-oriented schlieren
(BOS) tomography, which uses images of a patterned background
to observe distortions due to changes in the refractive index of a
transparent medium [10]-[14]. While BOS has been effective for
quantitative measurement of gas flows with high spatial resolution,
the tomographic inverse problem is only well-posed with a suf-
ficient number of view angles to resolve spatial ambiguities. For
instance, the experiments by Atcheson et al. [15] use 16 cameras
and a large background on the order of several meters for a small
30 x 15 x 15 cm measurement volume. Other experiments likewise
use multiple cameras spread across large view angles to capture small
volumes of interest [16]-[18] or assume axisymmetric flows [19],
[20]. These configurations are impractical for room-scale scenes,
as the placement of multiple cameras and textured backgrounds
would be highly invasive. Recent work by Zhao et al. [21] uses an
implicit neural representation (INR) of a refractive index field and
demonstrates that the field can be unambiguously recovered from
single-view measurements, so long as the pattern is embedded within
the 3D volume. However, if the pattern is constrained to a plane
behind the refractive volume, as in standard BOS measurements, the
implicit regularization of the network is not sufficient to correct for
the inherent ambiguity of the single-view.
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Fig. 1: Illustration of the imaging setup where a projector illuminates
the back-wall with a textured pattern and a camera observes the
distorted pattern as a result of density changes within the airflow.

In this paper, we combine several recent advances in refractive
field reconstruction to achieve 3D airflow reconstructions for room-
scale scenes from a single camera view. First, we integrate the
approach of Zhao et al. [21] into a physics-informed neural net-
work (PINN) framework [22], which adds the partial differential
equations governing airflow as regularization. PINNs have previously
been used for 3D BOS tomography, but only in multi-view [18]
or axisymmetric scenarios [23]-[25]. The governing equations plus
boundary information alone are not enough to predict the airflow, but
combined with BOS measurements they sufficiently constrain the ill-
posed optimization. Additionally, we employ improved ray tracing
according to the refractive radiative transfer equation (RRTE) [26].
Finally, we explore the use of a light source projecting a pattern onto
the wall [27], which may be more practical than a fixed background.
The projector allows for longer path lengths through the refractive
index field, and a spatial offset between the camera and projector
encodes more angular information into the single-view setup.

II. BOS IMAGING FORMULATION
A. Airflow Imaging Setup

We consider a BOS imaging scenario comprising an air-filled room,
a camera, and either a patterned background wall or a light source that
can project a pattern on the back-wall, as shown in Fig. 1. An inlet
on the side wall injects an airflow into the room with a temperature
that differs from the ambient temperature. When no air is flowing,
the camera captures a reference image /.. of the back-wall pattern.
When the inlet blows the airflow into the room, the change in density
of the air induces a gradient in its refractive index 7, causing light
rays passing through the air to bend. A classical BOS measurement
computes a displacement in the pixels between the reference image
Lo and the image Iqow obtained of the back-wall in the presence
of the airflow. In contrast, we adopt a ray tracing framework, similar
to [21], where luminance from the back-wall is traced through an
estimate of the refractive field and compared to the flow image Igow-



Let @ denote the 3D airflow volume that is parameterized by the
temperature, pressure, and velocity fields, i.e., ® := (T, p, u), where
T and p are scalar fields, and u is a vector field in R3. For a gas, the
refractive index depends linearly on the density p of the gas via the
Gladstone-Dale equation = 14+Gp, where G is the Gladstone-Dale
coefficient [28]. Assuming the pressure variation of air in a room is
small, then by the ideal gas law, the refractive index is related to
temperature using

()]

where po is the ambient density and 7y is the ambient tempera-
ture [18]. It can be seen from (1) that changes in the air temperature
cause changes in the density and thus the refractive index.

Tt
n(T) =1+ POG?Oy

B. Ray Tracing Formalism

We rely on ray tracing to model the propagation of light through
a field of changing refractive index. We therefore use the image
formation model described by refractive radiative transfer equation
(RRTE) [26], which we describe in this section.

1) Nonlinear Ray Tracing: A light ray parameterized by a posi-
tion, x, and direction v, will propagate through an inhomogeneous
medium according to

dx dv
a =V, T =nVn. @)
In the absence of absorption and emission, basic radiance is conserved

along a ray.

Define a light ray 7sow as the set of points traversed by light
between its endpoints (xs,Vvs) at the camera sensor, and (Xw, Vw)
at the back-wall. We can formulate the bijective ray tracing mapping
Ts—w from the camera sensor to the back-wall as

v= [ nx(r)Valx(r)dr
x = v(r)dr

(Xw, Vw) = Tssw (Xs, Vs, 1) 1= {
o 3)

where 7 denotes an infinitesimal step along the ray path. Note that
for a given initial endpoint (xs, vs) and refractive field map 7, the
ray path 7s«w and endpoint (X, V) are fully determined using (3).

Ray tracing is performed using Monte Carlo estimation by shooting
rays from the camera towards random points on the back-wall and
evaluating their trajectories using (3). However, directly integrating
the ray tracing equations can be an expensive operation. Instead, we
use a quasi-linear approximation that is faster than direct integration
with little deviation from the original, true path.

2) Quasi-linear Ray Tracing Approximation: Consider an initial
endpoint (xo,Vvo) located at the camera sensor and pointing toward
an arbitrary location on the back-wall. Since the change in refractive
index is small, we can approximate the trajectory of the light ray as a
straight line, x(t) = X(t) = x0+tvo, for t € (0, D], where D is the
total distance from the camera to the back-wall. Then the direction
of a ray along the path x is approximated by

t
v(t) = /0 n(X(7))Vn(x(r))dr + vo. (@)
Finally, given the computed v(t) values, the final position x(¢) is
approximated by

x(t) = /Ot V(7)dT + 0.

Importantly, the linear approximation to the path is only used
for querying the refractive index field. The resulting position and
direction at the back-wall are used in the pixel intensity calculations,

ie., (XW,VW) = Toorw (XS,VS777) = (i(D)vi}(D))

(&)

C. Image Formation Model

For a given pixel 5 on the sensor, the intensity /; can be described
as

Ij - /A ~/Q Wj (Xs)Lwall(XW7 VW) <nW7 VW> dvsdxs. (6)

sl
where (xw,Vyw) are obtained using 7, W, is the camera filter
function, Lyai(x,v) is the luminance of the back plane, (A, Vw)
is the cosine of the angle between the back-wall normal iy, and the
incident ray direction at the back-wall vy, ||7sw]| is the length of the
ray path. The total intensity for the pixel integrates over all incoming
directions, €2, as well as over the area of the sensor pixel, A. Here,
we approximate the camera filter with the triangular function

W; (x) = max (%JJ — |x—1:]-\,0) - max (p?h — |y—yj|,0) @)

where p,, and p;, are the pixel width and height, respectively, and
(z5,y;) is the pixel center. This filter has the benefit of having non-
zero gradient within the pixel’s extents.

D. Light Source Model

We consider two cases, one in which the back-wall is a textured
light source, and another where the back-wall is fully diffuse and is
illuminated by an emitter, e.g., a light projector. In the case where
the back-wall is a source, Lyan is known and can be queried directly.
In practice, this would be the same as looking up a texture.

If we model the wall as being illuminated by a pinhole projector
with a finite focal length, then a point, x, on the back plane will
be illuminated by a single point from the projector. Supposing that
the projector is located at position X., then
<ﬁW7 v:v>

®)

Luat (Xw, Vi) = P (Ve (Xw, Viy, Xe)) ,

[Pwesell
where v, is the ray’s direction on the emitter, v, is the incoming
ray direction from the emitter at the back-wall, and P is the image
displayed by the projector.

Above, the known quantities are x,, and x.. We use ray tracing to
find the incoming ray direction v, at the wall and the outgoing ray
direction v, at the emitter as a function of xy,xe and 7. In order to
find the path between the emitter and the wall, we use the shooting
method as in [29] to solve for the initial direction from the wall that
would reach the emitter position:

vy = argmin  [|xe — Tw—se (X, v, )1 ©

Once we find a valid path rw—_e, we can then evaluate the outgoing
direction ve at the emitter and consequently sample the image P.
Note that since the tracing procedure, 7, is linear and differentiable,
we can solve (9) using a single linear solve and differentiate with
respect to ) using implicit differentiation.

Finally, we can express the overall ray tracing procedure that gen-
erates the flow image Inow = B(Xs, Vs, Xe, P, 1) using a combined
BOS operator B, such that,

B(XSaVs,XmP»n)

= Lo oy W (k)P (Ve 0, Vi ) S0 v e

where (Xw, Vw) = Tomsw (%s,Vs,n), and vy, is given by (9).

In summary, the tracing procedure proceeds as follows. Sample a
ray on the camera plane and trace it to the back wall through the
volume. Then from the wall point, solve the minimization problem
as described by (9). Once we have the connection to the projector,
we use (10) to calculate the intensity on the sensor pixel.



III. PHYSICS-INFORMED BOS TOMOGRAPHY

Reconstructing the airflow ® can be formulated as a tomographic
inverse problem given BOS measurements and boundary conditions
specifying the flow parameters of the room at a boundary region I'.
Since the single-camera BOS tomography problem is highly ill-posed,
we propose to regularize the inversion using a physics-informed
loss that imposes a Boussinesq approximation to the incompressible
Navier—Stokes equation coupled with the heat-transfer equation.

A. Inverse problem

Let the true airflow ® be parameterized by the fields (7, p*, u*)
and recall that the refractive index field n* is related to T according
to (1). We propose to reconstruct ¢ by solving the following
constrained optimization problem:

min

min ALsos(n) + XeLr(T,p,u) + A3Lppe(T, p, u)

subjectto n =1+ poG%7
11

where the schlieren loss is defined as

Lros(n) = 3| ow() = 3 B vexe P (2
J

XSENj

where j denotes the pixel index, and N is spatial region belonging
to the pixel j. Differentiating the schlieren loss with respect to
the refractive field  can be performed efficiently using automatic
differentiation with adjoint-gradient [21], [30] for the 7s_,w operator
and exploiting the implicit function theorem [31] in evaluating the
gradient of v, with respect to n through equation (9).

The boundary loss is a Euclidean distance between the computed
fields and the true fields at collocation points on the boundary

‘CF(T7p7 u) = ||(Tl;k7p:7u:)|r - (Tn’pn7uH)|FH;7 (13)

where subscript n denotes the field divided by its maximum value.

B. Physics-informed Loss

The airflow is assumed to be a steady, incompressible, Newtonian
fluid that is governed by the Boussinesq approximation for buoyancy-
driven flows. The underlying physics of the airflow is then imposed by
combining loss functions obtained from the nondimensional steady-
state Navier—Stokes equations in the Boussinesq approximation.
These are defined in terms of the mass conservation, momentum
conservation, and heat transfer equation residuals as [18], [32]-[34]

Tmass (X) =V - u, (14a)

I'mom (X) = (u-V)u+ Vp — éVQU + RiThaey, (14b)
1

Theat (X) = (0 V) Tha — ﬁvand. (14c)

Here, V and V? are the spatial gradient and Laplacian operators
in 3D, respectively, x is the nondimensional coordinate scaled by
a characteristic length scale L, u = (u, v, w) is the nondimensional
velocity scaled by a characteristic velocity scale U, and p is the nondi-
mensional pressure deviation from hydrostatic equilibrium scaled by
po = poU 2, where po is a reference density. The nondimensional
temperature fluctuation 7},q4 is obtained from the dimensional tem-
perature 1" as Tnq = T?n__TTQO, where Tin is the inlet temperature
and Ty is a reference temperature. Additional parameters include
the acceleration due to gravity g and its unit vector ey, kinematic
viscosity v, coefficient of thermal diffusivity ¢, and coefficient of
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Fig. 2: Proposed MLP framework for evaluating the BOS, PDE, and
boundary losses.
thermal expansion /3, leading to the nondimensional Reynolds, Péclet,
and Richardson numbers, defined as follows:

Re = @’pe:@’m: 7gﬂ(ﬂ"_To)L,
v « U2

Following the PINNs framework [22], [35], the residual equa-
tions (14) are combined to form the physics-informed loss

(15)

Nc
2 2 2
LppE = Z'ermass (Xz) + '72||rmom (Xl) ||2 + V3Theat (xl) 5 (16)
i=1
where 71,2,3 are scalar multipliers that balance the weight of each
residual, and x;—1,...,n, are coordinates of the collocation points
uniformly sampled in the computational domain at each iteration.

C. Neural Representation of the Airflow Fields

Single-view 3D BOS has inherent ambiguities along the view
direction [21], therefore, we propose to use a PINN framework so
the physics of airflow can regularize the reconstruction [18], [23]—
[25]. The PINN consists of a multilayer perceptron (MLP) whose
outputs are the 7', p, and u fields. The input coordinates are first
transformed via random Fourier feature embeddings [36], followed by
three fully connected layers of width 64 and SIREN activations [37].
The last layer is a tanh activation that maps the outputs to their
respective ranges. Fig. 2 illustrates the computational framework of
the MLP architecture and how the outputs are used in the different
optimization losses. Since ray tracing through the MLP is slow, we
use an intermediate step that first samples the MLP on a voxel grid
that is then used to perform ray tracing and compute the schlieren loss
Lpos. On the other hand, the MLP is directly sampled at collocation
points throughout the computational domain to compute the physics-
informed loss LppEg, and the MLP is sampled in the boundary region
T" to determine Lr.

IV. EXPERIMENTAL SETUP
A. Airflow simulation

We use the experimental setup shown in Fig. 1 where we simulate
a room of size 5.1mx4.6mx3m, with the bottom left corner located
at (—1.2,—3.6,0)m, using the computational fluid dynamics (CFD)
solver OpenFOAM based on the comfortHotRoom tutorial [38].
The room is ventilated using an inlet pointing in the positive x
direction of size 30cmx20cm located in the center of the y — z plane
at a height of 2.2m. An outlet of size 30cmx 10cm is located above
the inlet at a height of 2.6m. In order to image the flow in the entire
room, we simulate a hypothetical camera and projector pointing in
the positive y direction with a large focal length that are located at
(0.85,—29,1.5)m and (1.85, —29, 1.5)m, respectively.

We perform a Reynolds-Averaged Navier-Stokes (RANS) CFD
simulation with OpenFOAM of a turbulent flow with k—e coefficients
C, =0.09, Cy =144, Cy = 1.92, and . = 1.11. The ambient
temperature and density are set to Tp = 300K and po = 1kg/m?,



Ground Truth BOS + Boundary

w
w

=
N N \
2 g 2
&
A 7 =¥ A 7
+ D + Q@
7y S\ ) €
’?)9\3.@ rb9\‘36‘
291.3 306.7 322.0 291.3 306.7 322.0
BOS Measurement 3
Bol‘w'vh I 5.0 T N L « &
o Bl el i 513
) e B2 ‘
E hﬂ’ - 00 £ |y K |
E AT T &
Fao il 255 Ty o
-5.08
20 | e 8.l e e ol E >»P3g
0 25 50 75
X-axis (pixels) 0.0 15.5 31.0

PDE + Boundary BOS + PDE + Boundary
3

w

N N \
3 \ : W
A 7 A 7
+ +.99
2y 4@ 7y W
’?)9\3.@ '59\‘36‘
2913 306.7 322.0 291.3 306.7 322.0
3 3
e
; g
3 3 P
A 1 A . y .
+ N + \
2y P 2y ¢
23 ESAE
0.0 15.5 31.0 0.0 15.5 31.0

Fig. 3: Airflow reconstruction results using the projector and camera BOS acquisition setup. Top row from left to right shows the ground
truth flow and temperature reconstructions (in K) using different combinations of the losses. Bottom left figure illustrates the active pixels
of the acquired BOS image. The remaining bottom row plots illustrate the absolute error of each reconstruction regime.

while the coefficient of thermal expansion 3 = 3 x 107K~
The transport properties are 1 = 107° kg/m/s and Prandtl number
Pr = 0.7. The inlet blows air with a velocity uin = (2,0, —1.96)m/s
and temperature 321 K.

B. Airflow reconstruction

We evaluate the reconstruction performance on a 64 x 64 x 64
voxelized grid. We implement our method including the forward
rendering and optimization in JAX with the Equinox, Diffrax, and
Optax libraries [39]-[42]. The back-wall is illuminated using a
wavelet noise pattern [43] with a frequency determined by the
resolution of the camera. We render a 100 x 100 pixel image with
2 samples per pixel during each iteration of the optimization. The
boundary domain I' is defined as the y — 2z plane at x = —1.2m
containing the inlet/outlet. We use the non-dimensional physics-
informed loss in (16) with the characteristic quantities U = 3.26 m/s
and L = 5.1m. The dimensional parameters po, v, «, and [ are
identical to the ones used in the OpenFOAM simulation. Note that
there is a model and resolution mismatch between the incompressible
flow equations imposed by the physics-informed loss and those of
the OpenFOAM RANS simulation. We set the weights of the loss
functions as follows: A1 = m, da = 104 A3 = 1,
v1 = 100, 72 = 10, and 3 = 100. Optimization is performed
using the Optax adabelief solver with an initial learning rate of 103
and an exponential decay schedule. We run 80, 000 iterations of the
optimizer with mini-batch updates where the batch sizes are 8192
spatial points for the PDE loss, 5000 pixels for the BOS loss, and
4096 boundary points for the boundary loss.

V. RESULTS AND CONCLUSION

We compare the performance of reconstructing the airflow vol-
ume using our proposed BOS+PDE+boundary losses with two
reconstruction regimes: BOS+boundary and PDE+boundary. The
BOS+boundary regime is equivalent to the INR parameterization
of [21], whereas the PDE+boundary regime evaluates the importance
of using the BOS measurement. Table I summarizes the root mean
squared error (RMSE) of the reconstructed volumes evaluated on

TABLE I: Reconstruction RMSE for the different regimes.

Lgos Lepe T (K) p (Pa) u (m/s)
camera v X 2.33 8.59 2.98 x 10~1
only v/ v/ 1.07  381x1072 7.84x1072
projector v X 1.19 6.77 2.96 x 10~1
+ camera v v 1.47  551x1072 7.71 x 1072
X v 411 565x 1072 867 x 1072

the 64 x 64 x 64 grid. The results in the table demonstrate that
incorporating the BOS loss function is critical for accurately recon-
structing the temperature field in the flow, especially since the BOS
is primarily affected by the refractive index 1 which is coupled to the
temperature field through (1). This can also be seen in the qualitative
reconstruction results shown in Fig. 3 where the combination of the
three losses results in fewer artifacts. However, reconstructing the
pressure and velocity fields can only be performed by incorporating
the PDE constraints. Furthermore, we observe small errors in the
reconstructed temperature field of the BOS+PDE+boundary regime
that we attribute to the mismatch in modeling the effects of turbulence
and the compressibility of the flow between the PDE constraint and
the OpenFOAM simulation.

Lastly, the results in Table I demonstrate that using a projector
provides similar reconstruction performance and is a feasible replace-
ment to a camera with a fixed back-wall pattern. This is partly due
to the long focal length of the camera and projector that we used in
our simulations where the entire volume is visible by the camera. For
future work, we plan on exploring the use of the projector to probe
regions of the volume that are not observed by the camera when a
shorter focal length is used.
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