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Abstract
Several attempts have been made to handle multiple source separation tasks such as speech
enhancement, speech separation, sound event separation, music source separation (MSS), or
cinematic audio source separation (CASS) with a single model. These models are trained
on large-scale data including speech, instruments, or sound events and can often successfully
separate a wide range of sources. However, it is still challenging for such models to cover
all separation tasks because some of them are contradictory (e.g., musical instruments are
separated in MSS while they have to be grouped in CASS). To overcome this issue and support
all the major separation tasks, we propose a task-aware unified source separation (TUSS)
model. The model uses a variable number of learnable prompts to specify which source to
separate, and changes its behavior depending on the given prompts, enabling it to handle all
the major separation tasks including contradictory ones. Experimental results demonstrate
that the proposed TUSS model successfully handles the five major separation tasks mentioned
earlier. We also provide some audio examples, including both synthetic mixtures and real
recordings, to demonstrate how flexibly the TUSS model changes its behavior at inference
depending on the prompts.
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Abstract—Several attempts have been made to handle multiple source
separation tasks such as speech enhancement, speech separation, sound
event separation, music source separation (MSS), or cinematic audio
source separation (CASS) with a single model. These models are trained
on large-scale data including speech, instruments, or sound events and
can often successfully separate a wide range of sources. However, it is still
challenging for such models to cover all separation tasks because some of
them are contradictory (e.g., musical instruments are separated in MSS
while they have to be grouped in CASS). To overcome this issue and
support all the major separation tasks, we propose a task-aware unified
source separation (TUSS) model. The model uses a variable number
of learnable prompts to specify which source to separate, and changes
its behavior depending on the given prompts, enabling it to handle all
the major separation tasks including contradictory ones. Experimental
results demonstrate that the proposed TUSS model successfully handles
the five major separation tasks mentioned earlier. We also provide some
audio examples, including both synthetic mixtures and real recordings,
to demonstrate how flexibly the TUSS model changes its behavior at
inference depending on the prompts.

Index Terms—Unified source separation, prompts, task-aware

I. INTRODUCTION

With the advent of neural network-based approaches, high-fidelity
audio source separation systems have been developed for multiple
applications. Source separation has historically been formulated as
one of several tasks, such as speech enhancement (SE) [1]–[3], speech
separation (SS) [4]–[10], music source separation (MSS) [11]–[13],
and universal sound separation (USS) [14], [15]. Recently, the task
of separating a mixture into the broader categories of speech, music,
and sound effects (SFX) was introduced as cinematic audio source
separation (CASS), also known as the cocktail fork problem [16]–
[18]. In some cases, all the sources in a mixture need to be separated,
while in others the desired stems may themselves be mixtures of
multiple sources, such as in CASS, the noise stem in SE, or the
others stem in MSS. In most cases, separation models are trained on
specific datasets and address only a specific type of task.

In contrast, the recently proposed general audio source separation
(GASS) [19] aims to develop a single model that can separate
arbitrary sources1. While single separation models that can separate
speech, musical instruments, and environmental sounds well could
be obtained by training on large-scale data, the models had a fixed
number of outputs and needed to be fine-tuned on each downstream
task to reach satisfactory performance. We argue that this is because
the source separation problem is inherently ill-posed and its goal is
task-specific. In particular, it is challenging for a single task-agnostic
model such as in GASS to handle tasks with contradictory goals (e.g.,
CASS where music sources need to be grouped and MSS where they
need to be separated), as it cannot know what source to separate.

To handle such contradictory tasks, a potential approach would
be to develop a conditional separation model which would change
its behavior depending on the given condition. Conditional models

This work was performed while K. Saijo was an intern at MERL.
1While USS [14] originally aims to separate arbitrary sources, it has so
far been mostly limited to the separation of predominantly sound event
sources.Following [19], we use the term “GASS” for the separation of
mixtures that may contain speech, music, and/or sound events.
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Fig. 1. Overview of the proposed task-aware unified source separation model.
Receiving the input mixture’s encoded feature and learnable prompts that
specify which sources to separate, the cross-prompt module first jointly models
both as a sequence to condition one on the other. Then, the source specified
by each prompt is extracted by the conditional TSE module. N sources are
separated given N prompts, where N can be a variable number.

have been mainly developed so far for target sound extraction (TSE),
specifying a target source using a cue such as a speaker utterance or
sound recording [20]–[22], or specifying a target sound event class (or
group thereof) using class IDs [23]–[27]. In particular, text-queried
TSE models [28], [29], where the source or group of sources to
extract is specified by a natural language prompt, might be considered
as a potential way to handle all the tasks mentioned above. However,
unlike normal unconditional separation models, TSE models extract
only one source or group of sources, and they do not explicitly model
the relationship between the target source and the other sources.

To go beyond these limitations and truly address all the major
source separation tasks mentioned earlier and potentially others,
we propose a task-unified source separation model. The model
has learnable prompts, corresponding to speech, SFX, SFX-mix,
and so on, and separates sources specified by the prompts. Unlike
traditional source separation and TSE models, the proposed model
accepts a variable number of prompts and outputs simultaneously the
corresponding number of separated sources. This allows the model to
use the information from other prompts and to handle the separation
of multiple sources from the same class beyond the classical speech
separation case. The model features prompts to obtain an individual
source (e.g., SFX) as well as a mixture of sources (e.g., SFX-mix),
which allows it to handle all the tasks including CASS.

In our experiments, we demonstrate that the proposed model
successfully handles multiple tasks with a single model, allowing
a user to flexibly control the desired outputs for a given mixture at
inference time. Informal testing also shows that the model is able to
handle combinations of prompts unseen during training. Our source
code and trained models are available online2.

2https://github.com/merlresearch/unified-source-separation

https://github.com/merlresearch/unified-source-separation


II. TASK-AWARE UNIFIED SOURCE SEPARATION

A. Problem setup

The goal of this work is to build a unified source separation model
that addresses all the major source separation tasks such as SE,
SS, USS, MSS, and CASS. Since some tasks have contradictory
goals, we believe that we need a conditional separation model that
can change its behavior, including the number of output sources,
depending on the condition. To this end, we propose a task-aware
unified source separation (TUSS) model whose behavior is controlled
by several learnable prompts to specify what source to separate, as
shown in Fig. 1. Specifically, we split sources into the following
8 categories and prepare the corresponding prompts: <Speech>,
<SFX>, <SFX-mix>, <Drums>, <Bass>, <Vocals>, <Other
inst.>, and <Music-mix>. The <*-mix> prompts are for
grouping all the sources from that category, while the others are for
extracting individual sources. As shown in Table I, the five typical
tasks mentioned earlier can be covered by changing the combination
of the prompts. The model also accepts other arbitrary combinations
of prompts, except for the combinations including both <SFX-mix>
and <SFX>, and <MUSIC-mix> and individual instruments. More
prompts could of course be added in the future to handle a greater
variety of tasks. In particular, we did not include a <Speech-mix>
prompt for extracting speech mixtures as this is not a conventional
task, but we readily could.

To address all five tasks in Table I, the model has to satisfy
the following requirements: i) a variable number of prompts are
acceptable since each task has a different number of outputs, and
ii) multiple identical prompts are acceptable (e.g., N -speaker SS is
specified via N <Speech> prompts, all identical, and the model
has to output N different speech signals). The proposed TUSS model
satisfies both requirements by using a Transformer-based architecture.

B. Task-aware unified source separation model

An overview of the TUSS model is shown in Fig. 1. The model
comprises an encoder, learnable prompts, a cross-prompt module,
a conditional TSE module, and a decoder. Learnable prompts are
initialized randomly and jointly trained with the separation model.

The encoder first applies the short-time Fourier transform (STFT)
to the time-domain waveform x ∈ RL (L is the number of
samples), resulting in a time-frequency (TF-)domain representation
X ∈ R2×T×F , where T is the number of frames, F that of frequency
bins, and 2 corresponds to real and imaginary parts. X is further
encoded using a learnable linear layer (detailed in Section IV-B),
resulting in a 3-d tensor Z ∈ RD×T×F .

The cross-prompt module is the core processing part to achieve
the two requirements mentioned in Section II-A. N learnable prompts
Pn (each with shape D × 1 × 1) are first stacked F times along
the frequency dimension and then concatenated at the front of the
encoded feature Z along the temporal dimension, resulting in a tensor
Z′ = [P ,Z] ∈ RD×(N+T )×F .Z′ is then input to Transformer-
based blocks to model the dependency of the temporal sequence. This
process not only enables the mixture to be modeled conditioned by
the prompts but also allows each prompt to be processed conditioned
on the mixture and the other prompts, which helps the conditional
separation in the conditional TSE module. Thanks to positional
encoding and self-attention, even identical prompts at different po-
sitions result in different values. In addition, the Transformer-based
architecture by design accepts sequences with arbitrary length, which
enables the model to receive any number of prompts.

The conditional TSE module extracts the source specified by
each prompt in parallel. The output Z̃′ of the cross-prompt module

TABLE I
TASKS AND CORRESPONDING PROMPTS. ×N MEANS THAT THE SAME

PROMPT IS REPEATED N TIMES.
Task Prompts

SE <Speech>, <SFX-mix>
(noisy-) SS <Speech> ×N , (<SFX-mix>)
USS <SFX> ×N
MSS <Drums>, <Bass>, <Vocals>, <Other inst.>
CASS <Speech>, <SFX-mix>, <MUSIC-mix>

is first split into the features P̃n corresponding to each prompt
and the feature Z̃ corresponding to the mixture. Then each prompt
P̃n is multiplied (with broadcasting) by Z̃, resulting in a feature
conditioned by a prompt Z̃n = Z̃⊙P̃n. Each Z̃n is further processed
by several learnable layers, which are shared for all n.

The decoder receives each output Ẑn of the conditional TSE
module as input, and converts it back to the time-domain waveform
using an MLP block and inverse STFT, resulting in separated signals
ŝ ∈ RN×L. The decoder is also shared for all n.

When computing the loss, although the order of the separated
signals is the same as that of the prompts, we do not know the order
of sources when multiple prompts from the same category are used.
We thus compute the permutation-invariant (PIT) loss [4], [5] for
each category independently and average the loss of each category.

C. Prompt dropout

In Section II-B, we assume that N prompts are input to separate all
N sources in a mixture. However, in practice, a user may sometimes
wish to separate only a subset of sources. To handle this case, we
introduce prompt dropout, where M prompts (M < N ) are removed
and the model tries to separate only N −M sources during training.
Specifically, in 25% of the training steps, we uniformly sample M
from [1, N) and remove M prompts randomly. Here, when the
prompts include multiple prompts from the same category, we do
not remove them because the model would have no objective way to
know which of the sources from that category to separate.

III. RELATED WORK

Several attempts have been made to build multi-task source separa-
tion models. In [30], a single model that supports five SE/SS tasks has
been proposed. Closest to our work, GASS aims to separate arbitrary
sources by training a model on large-scale data [19]. Again, it is
challenging for GASS by design to support contradictory tasks such
as MSS and CASS.

One way to handle contradictory tasks is via hierarchical separa-
tion, where the model has multiple prediction heads, for example,
to estimate category-wise mixtures and individual sources [31], [32].
While they have a fixed number of outputs for individual sources (just
one source [31] or one for each category [32]), TUSS can change the
number of outputs for each category. While hierarchy is not explicitly
enforced in TUSS, introducing it for example via hyperbolic prompt
embeddings is an interesting avenue for future research.

In [3], a learnable prompt is used to specify whether the model
should perform dereverberation in an SE model. Although such a
model and our TUSS model are similar in that the model’s behavior
can be changed with prompts, our model supports multiple prompts
combined in arbitrary order and number, which enables it to support
multiple separation tasks.

IV. EXPERIMENTS

A. Datasets

During training, we create mixtures on the fly using the datasets
in Table II. LibriVox data is from the URGENT challenge, where



TABLE II
DATASETS USED FOR TRAINING IN EACH CATEGORY. WE SPLIT FSD50K
INTO “SINGLE” AND “MULTI”, DEPENDING ON THE NUMBER OF SOUND

EVENT LABELS AND AUDIO DURATION. DATASETS WITH † ARE MIXED ON
THE FLY TO CREATE THE SFX-MIX AND MUSIC-MIX CATEGORIES.

Category Gain [dB] Datasets

Speech [-10, 0] VCTK [35], WSJ0 [36], LibriVox from URGENT challenge [33]
SFX [-10, 0] FSD50K-single [37]
SFX-mix [-20, 0] WHAM! [38], DEMAND [39], FSD50K-multi, FSD50K-single†

Music Inst. [-10, 0] MUSDB-HQ [40], MOISESDB [41]
Music-mix [-20, 0] FMA [42], MUSDB-HQ†, MOISESDB†

DNSMOS-based filtering is done to remove some noisy speech [33].
For FSD50K, we first filter out human speech and musical instru-
ments. We then split them into two groups, “single” and “multi”,
depending on the number of leaf sound-class labels and the audio
length, following a similar procedure to [19], [34]. “Single” includes
audio with a single sound-class label and shorter than 8 s, while
“multi” includes those with multiple labels or longer than 8 s.

When creating a mixture, the number of prompts N is first
randomly sampled from 2 to 4, and then N prompts are selected3,
where <SFX-mix> and <SFX> or <MUSIC-mix> and individual
instruments cannot coexist in a mixture. Here, <Speech> and
<SFX> can be selected multiple times while the others can be chosen
only once. Next, an audio file from the corresponding category is
randomly sampled from the datasets in Table II for each prompt. For
SFX-mix and Music-mix, we sometimes mix multiple sources from
SFX or Music Inst. on the fly, instead of using FSD50K or FMA.
Since sources from different datasets can have different sampling
rates, we re-sample the sources to the lowest sampling rate among
selected sources, then up-sample them to 48 kHz. Finally, sources
are RMS-normalized, scaled by gains uniformly sampled from the
ranges shown in Table II, and mixed to create a mixture.

We employ the evaluation partition of five datasets to evaluate our
model on multiple separation tasks. VCTK-DEMAND is used for
the SE task. It includes noisy speech mixtures derived from VCTK
speech and DEMAND noise sampled at 48 kHz. WHAM! (max
version) is used for the noisy SS task. Speech and noise are from the
WSJ and WHAM! corpora, respectively, sampled at 16 kHz. FUSS is
used for the USS task. Two to four sources from the FSD50K corpus
sampled at 16kHz are mixed. Note that we removed single-source
mixtures from the original FUSS dataset. MUSDB-HQ is used for
the MSS task, where the goal is to separate mixtures into vocals,
bass, drums, and other instruments. The sampling rate is 44.1 kHz.
DnR is used for the CASS task. Speech, Music-mix, and SFX-mix
sources are obtained from LibriSpeech, free music archive (FMA),
and FSD50K, respectively, sampled at 44.1 kHz.

B. Model Architecture

Both the cross-prompt module and the conditional TSE module
consist of several TF-Locoformer blocks [43]. Each TF-Locoformer
block has frequency modeling and temporal modeling sub-blocks,
each based on multi-head self-attention and convolutional feed-
forward networks. We replaced the convolution layers with linear
layers for the temporal modeling in the cross-prompt module. While
the original TF-Locoformer features an STFT+conv2d encoder and a
deconv2d+iSTFT decoder, we replace here the conv2d and deconv2d
with a band-split encoder and a band-wise decoding module [13]
to efficiently handle data with high sampling rates. The band-split
encoder splits the input spectrogram X ∈ CT×F with F frequency

3We draw a more realistic combination of prompts more frequently (e.g.,
Bass and Drums co-occur more often than Bass and Speech). The detailed
configuration is available in our source code.

bins into K non-overlapping subband spectrograms Xk ∈ CT×bk

(k = 1, . . . ,K) with pre-defined band-widths bk satisfying
∑

k bk =
F . The real and imaginary parts of each Xk are concatenated as
described in Section II-B and processed with a normalization layer
and a linear layer, resulting in a feature Zk ∈ RD×T×1. The K
features are then concatenated and result in a feature Z ∈ RD×T×K ,
which is processed by TF-Locoformer blocks. The band-wise decod-
ing module again splits the feature into K sub-features and decodes
them to obtain band-wise masks (see [13] for more details). We
follow a similar band-split configuration to [44] but slightly change
it due to a different sampling rate, resulting in K = 61 bands.

We train Medium and Large models. For the Medium model, we
set B = 4, D = 64, C = 384, K = 4, S = 1, H = 4, G =
8, and attention hidden size E of 128 in the cross-prompt module
(notations follow the TF-Locoformer paper [43]). In the conditional
TSE module, we use the same settings, except for B = 2, C = 256,
and E = 96. For the Large model, we set B = 6, D = 128,
C = 384, K = 4, S = 1, E = 256 H = 8, and G = 8 in the cross-
prompt module, and B = 3, C = 256, and E = 192 with other
settings unchanged in the conditional TSE module. The Medium and
Large models have 11.1M and 38.2M parameters, respectively.

C. Compared methods

To assess how well the unified model handles all the tasks, we train
specialist models for each task as the baseline. We train two types of
specialists, data specialist and task specialist. The data specialist is
trained using the same data source as the test set (e.g., WSJ0 speech
and WHAM! noise are used for the WHAM! data specialist model),
while the task specialist uses all the data for that task (e.g., all the
speech and SFX-mix data are used on top of WHAM! and VCTK-
DEMAND for the SS/SE task specialist models). We refer to all our
prompt-based models as prompting models in the results.

We also train conventional separation models that do not have
any prompts and output a fixed number of sources, as in [19], [34],
using an architecture as close as possible to ours for fair comparison
(TF-Locoformer is the current state of the art on all the tasks it
has been tested on). Specifically, the encoded feature goes through
some TF-Locoformer processing blocks and the decoder estimates
multiple outputs from the processed feature. Since different mixtures
have different numbers of sources, the model has four outputs and
is trained to output zeros when the number of sources in the input
mixture is fewer than four. We also train data and task specialist
versions of the conventional model, where the number of outputs is
the same as that of sources in the mixture. Note that the number of
sources randomly changes from two to four in each training step when
training the FUSS specialist models, following its task definition [34].

D. Training and evaluation details

We train the models for 150 epochs, where 1 epoch is 2.5k training
steps. We use the AdamW optimizer [45] with a weight decay factor
of 1e-2. The learning rate is linearly increased from 0 to 1e-3 in
the Medium model and 5e-4 in the Large model for the first 10k
steps, kept constant for 75 epochs, and then decayed by 0.5 if the
validation loss does not improve for 5 epochs. Gradient clipping is
applied with a maximum gradient L2-norm of 5. The batch size is 8
and the input mixture is 6 s long. When training with prompt dropout,
we initialize the model using the parameters at the 124-th epoch and
fine-tune it for 26 epochs to save training time. Configuration for
the optimization and the learning rate schedule for the fine tuning
is the same as above, except that the peak learning rate is 1.25e-4.
The negative signal-to-noise ratio (SNR) is used as the loss function.



TABLE III
EVALUATION RESULTS OF MEDIUM (M*) AND LARGE (L*) MODELS. PROPOSED TUSS MODEL IS INDICATED BY ♢. SNR [DB] IS SHOWN FOR

MUSDB-HQ AND SI-SNR [DB] FOR OTHER TEST SETS. THE MODEL OF L6 AND L6S IS FINE-TUNED USING PROMPT DROPOUT (SECTION II-C).

Eval.
Prompts

VCTK-DEMAND (SE) WHAM! (SS) FUSS (USS) MUSDB-HQ (MSS) DnR (CASS)

Speech SFX-mix Speech SFX-mix SFX Vocals Bass Drums Other Speech Music-mix SFX-mix

M0 Conventional data specialist - 17.4 8.5 9.3 12.3 8.3 9.1 6.5 9.3 5.6 15.1 7.0 8.3
M1 Prompting data specialist all 17.6 9.0 9.3 12.1 10.2 9.4 7.1 9.0 5.9 14.8 6.9 8.2
M2 Conventional task specialist - 20.4 11.6 8.2 11.9 8.3 9.4 7.4 9.9 6.0 14.6 6.1 7.4
M3 Prompting task specialist all 20.2 11.6 8.5 12.0 10.2 9.6 7.6 10.2 5.9 14.9 6.6 7.7
M4 Conventional unified - 19.2 8.7 3.4 10.2 8.1 7.2 2.5 6.6 3.1 12.0 3.8 2.1
M5 Prompting unified♢ all 19.4 10.2 7.0 11.2 9.6 8.4 5.7 8.3 4.7 14.5 5.7 7.1

L3 Prompting task specialist all 20.4 11.5 10.1 12.6 10.0 10.4 8.4 11.1 6.5 15.1 7.0 7.9
L4 Conventional unified - 19.2 9.1 6.5 10.8 9.9 7.7 4.5 7.5 4.2 12.5 5.6 4.9
L5 Prompting unified♢ all 19.8 10.4 8.7 11.9 12.2 8.6 6.3 9.1 5.4 15.1 7.0 8.2
L5s Prompting unified♢ single 16.2 10.2 8.7 6.5 12.2 −6.5 −3.0 −2.9 −5.0 13.0 −1.5 0.4
L6 Prompting unified♢ (fine-tuned) all 19.6 9.8 8.8 11.8 9.0 7.3 4.3 8.3 3.4 14.9 6.5 7.8
L6s Prompting unified♢ (fine-tuned) single 18.7 9.8 8.8 10.4 9.0 6.5 3.9 7.9 2.4 14.5 3.8 7.2

For the conventional model, we use the SNR loss that accepts zero
signals as the ground truth [34] so that the model can handle mixtures
with fewer than four sources.

E. Main results

Table III shows the evaluation results of the conventional model
and the proposed TUSS model trained on each dataset (data spe-
cialist), all data for each task (task specialist), and all the combined
data (unified). M* and L* respectively indicate Medium and Large
models. Note that the performance is the same for the data specialist
and task specialist on FUSS because we only use FSD50K as SFX.

First, comparing the conventional and prompting specialist models
(M0 vs. M1 and M2 vs. M3), they achieve comparable performance
for all the tasks, which validates that the design of the TUSS model
does not harm the performance. Note that the TUSS model is better
on FUSS but it is not a fully fair comparison since TUSS assumes the
number of sources is known. Interestingly, although task specialists
leverage more data, their performance is inferior to data specialists on
WHAM! and DnR! test sets (M0 vs. M2 and M1 vs. M3). We believe
this is likely because of the domain mismatch between training and
inference. For instance, SFX-mix data in DnR are mainly composed
of multiple short environmental sounds but task specialists also use
other SFX-mix data such as WHAM! or DEMAND that are more
akin to background noise. In the future, we will address this issue
by e.g., separating SFX-mix and background noise categories.

Models M4 and M5 are trained on all the datasets. The results
show that the proposed TUSS model M5 better addresses all the
tasks, validating our hypothesis that conditional models like TUSS
are more appropriate to handle multiple tasks, including contradictory
ones. Compared with the specialist models, the unified TUSS model
does not improve performance (e.g., M3 vs. M5). However, since the
unified model can utilize larger-scale data, it may benefit from a
larger model [46]. Indeed, comparing L3 vs. L5, the TUSS model
outperforms the specialist model on some datasets (FUSS and DnR).
Although the TUSS model still falls behind the specialist model
on some datasets, the results imply that TUSS may eventually
outperform specialists by carefully scaling the data and model.

While L5 assumes that all the prompts are input to separate all
the sources in a mixture, we fine-tuned L5 with prompt dropout so
that the model can separate a subset of sources (cf. Section II-C).
The results of the fine-tuned model are L6 and L6s, where L6 is
evaluated using all the prompts while L6s only receives prompts for
a single category in each forward pass (e.g., inference on WHAM!
is done in two steps, with [<Speech>, <Speech>] and with
[<SFX-mix>]). We applied the same evaluation scheme to the non-
fine-tuned L5 model and listed the results as L5s. First, we confirm

that prompt-dropout fine-tuning only has a limited impact on the
model’s performance when using all prompts (L5 vs. L6). While
the model without prompt-dropout fine-tuning shows a significant
performance drop (L5 vs. L5s), the fine-tuned model maintains
relatively good performance with a subset of prompts (L5 vs. L6s),
validating the effectiveness of prompt dropout.

F. Informal test to assess the flexibility at inference

While the TUSS model falls behind the specialist models on some
tasks, TUSS can separate new combinations of sources unseen in
the five tasks in Table III by changing the prompts, which cannot
be achieved by the specialist or conventional models. To assess such
flexibility of the unified model, we conducted an informal test and
provide examples on our project page4.

For DnR mixtures, for instance, we can consider multiple combi-
nations of prompts depending on whether to separate Music-mix or
SFX-mix. Although we normally use [<Speech>, <Music-mix>,
<SFX-mix>], the model succeeds in separating SFX-mix into
individual SFX sounds by changing the prompts to [<Speech>,
<Music-mix>, <SFX>, <SFX>]. The model also separates mu-
sical instruments well by replacing [<Music-mix>] with, e.g.,
[<Drums>, <Other inst.>]. These results imply that we can
control the model’s behavior very easily.

We also conducted the test on FMA, which is always used as
MUSIC-mix data during training. We found that it is challenging for
the conventional model M4 to separate FMA data, possibly because
the model overfits to FMA data as a source that is not to be separated.
In contrast, the TUSS model M5 successfully separates all the sources,
even though FMA data is also never separated during training, which
suggests the advantage of the conditional model over the conventional
unconditional model. We observed a similar trend when testing
models on WHAM! noise. On a WHAM! noise containing some
faint speech, for example, the conventional model failed to separate
speech from noise as the WHAM! noise is always assigned to SFX-
mix during training, but the TUSS model could separate the two
sources well with [<Speech>, <SFX>] prompts.

V. CONCLUSION AND FUTURE WORK

This work introduced the Task-aware Unified Source Separation
model to address all major separation tasks. By informing the model
of what source to separate using learnable prompts, the model
successfully handles multiple tasks. We also provided some examples
that demonstrates the flexibility of the proposed model. In the future,
we plan to support speaker ID and text as prompts via speaker and
text embeddings to make the model more versatile.

4https://github.com/merlresearch/unified-source-separation

https://github.com/merlresearch/unified-source-separation
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