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Abstract— The growing interest in human-robot collabora-
tion (HRC), where humans and robots cooperate towards
shared goals, has seen significant advancements over the past
decade. While previous research has addressed various chal-
lenges, several key issues remain unresolved. Many domains
within HRC involve activities that do not necessarily require
human presence throughout the entire task. Existing literature
typically models HRC as a closed system, where all agents are
present for the entire duration of the task. In contrast, an open
model offers flexibility by allowing an agent to enter and exit the
collaboration as needed, enabling them to concurrently manage
other tasks. In this paper, we introduce a novel multiagent
framework called oDec-MDP, designed specifically to model
open HRC scenarios where agents can join or leave tasks
flexibly during execution. We generalize a recent multiagent
inverse reinforcement learning method - Dec-AIRL to learn
from open systems modeled using the oDec-MDP. Our method
is validated through experiments conducted in both a simplified
toy firefighting domain and a realistic dyadic human-robot
collaborative assembly. Results show that our framework and
learning method improves upon its closed system counterpart.

I. INTRODUCTION
As the landscape of artificial intelligence and robotics

continues to evolve, the collaboration between humans and
robots has gained significant importance. This partnership
harnesses the unique and often complementary strengths of
both humans and robots [1]. Robots, equipped with sensory
perception and intelligent decision-making abilities, play a
crucial role as collaborators in enhancing efficiency, preci-
sion, and creativity across diverse fields. The Human-Robot
Collaboration (HRC) paradigm is not geared towards replac-
ing human labor; rather, it focuses on augmenting human
capabilities, empowering individuals to tackle challenges that
were once considered insurmountable. Previous studies in
HRC have explored human and robotic agent interactions
using multiagent decision-making frameworks [2]. However,
many existing multiagent models typically operate within a
closed system framework, where a fixed group of human
and robotic agents collaborate from initiation to completion
of a task. This closed system approach lacks the flexibility
provided by an open system, where agents can dynamically
join or leave the task at various stages as needed. This char-
acteristic of openness is referred to as agent openness [3].

In this work, we consider domains where only a sub-
set of tasks necessitate human collaboration. Recognizing
human limitations in time and energy, an open system
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permits humans to seamlessly join and collaborate with
robots when their input is essential. Such a framework
is termed as an open-HRC system (OHRCS). Despite its
effectiveness, OHRCS introduces several challenges. For
instance, in collaborative table assembly tasks with numerous
components (Fig. 3), there can exist multiple valid sequences
for assembly, with only a small subset of tasks requiring
human intervention. Subsequently, there may be a particular
order that minimizes the time and effort of the human.
In such situations, the primary difficulty lies in crafting a
model that is sufficiently sophisticated to encompass a wide
range of potential behaviors. This multiagent model needs
to accurately represent the behaviors of both the existing
team of agents and any new agents that join, as well as
the nature of the task itself. Furthermore, given that many
real-world scenarios are decentralized [4]—meaning each
agent may lack complete information about the others–the
model must account for these system dynamics. The second
major challenge involves reward engineering. The reward
function must be intricate enough to encourage behaviors that
effectively solve the task optimally, while also balancing the
increased cost incurred by utilizing human assistance. Such
reward shaping is non-trivial.

In this paper, we describe our inverse reinforcement learn-
ing (IRL) based approach to the aforementioned OHRCS
challenges and make two key contributions. First, we present
oDec-MDP, a novel multiagent decision-making framework
to model agent openness in OHRCS. Second, we develop a
novel IRL technique - oDec-AIRL that generalizes a recent
decentralized IRL method - Dec-AIRL [5], to learn the
underlying reward function and its corresponding vector of
policies using the oDec-MDP as the behavioral model. We
validate our contributions on two domains: a simulated Urban
Firefighting [3], [6]–[8] scenario and a realistic physical
human-robot collaborative furniture assembly.

II. BACKGROUND

Multiagent IRL typically models the expert using multia-
gent generalizations of the Markov decision process (MDP)
such as multiagent MDP (MMDP), Markov game, or decen-
tralized MDP (Dec-MDP). Due to the nature of HRC being
decentralized and collaborative, a Dec-MDP is appropriate to
model the collaborative expert team. A two-agent Dec-MDP
can be formally defined as a tuple

DM ≜ ⟨S,A, T,R⟩

where the global state, S = Si × Sj . Here, Si and Sj are
the locally observed states of the two agents i and j, which



when combined yield the complete global state of the system;
A = Ai × Aj is the set of joint actions of the two agents;
T : S × A × S → [0, 1] is the transition function of the
multi-agent system; and R : S × A → R is the common
reward function 1. In IRL, the latter is unknown, whereas the
rest of the elements are usually known. As such, the agents
know their local state and any common task attributes; agents
act independently while optimizing a task-centric reward
function [10]. Let XE be the set of expert demonstrations
and a complete trajectory XE ∈ XE is given by, XE =
(⟨s0i , s0j ⟩, ⟨a0i , a0j ⟩, ⟨s1i , s1j ⟩, ⟨a1i , a1j ⟩, ..., ⟨sTi , sTj ⟩, ⟨aTi , aTj ⟩).

A. Review of Decentralized Adversarial IRL

Decentralized adversarial IRL (Dec-AIRL) [5] generalizes
the single-agent deep-IRL method - adversarial IRL [11]
(that works on the principle of maximum causal entropy) to
learn a common reward function for the team, from expert
demonstrations. AIRL uses a discriminator Dθ(X) to learn a
function fθ(X) [11] which at convergence approximates the
advantage function corresponding to the expert’s policy. Dec-
AIRL analytically represents the discriminator as: Dθ(X) =

efθ(X)

efθ(X)+π(X)
and the reward update rule is given as

Rθ(X)← logDθ(X)− log(1−Dθ(X)). (1)

Eq. (1) when simplified yields: fθ − log(π), which is the
entropy-regularized reward formulation. In the underlying
Dec-MDP [12], each agent only has access to their local state
and some general task attributes. Dec-PPO - a decentralized
generalization of the popular RL method - Proximal Policy
Optimization [13], is used as Dec-AIRL’s forward-rollout
technique. Dec-PPO uses the centralized training, decentral-
ized execution paradigm where the centralized critic network
updates its value function as a squared-error loss:

LV F
t (ω) = (V πω (st)− V̂ targ

t )2.

where V̂ targ
t is the per-episode discounted reward-to-go and

V πω (st) is the predicted value of global state st and ω is
the policy weight vector. For a dyadic system with agents i
and j, the policy loss of agent i is given by

LCLIP
i (ω) = E
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is the importance sampling ratio.

LCLIP (ω) provides a pessimistic bound over the final ob-
jective by using a surrogate objective that picks the mini-
mum of the clipped and unclipped objectives. By clipping
the importance sampling ratio, the incentive of moving λt

outside the interval [1−ϵ, 1+ϵ] is reduced. At
πω,i is calculated

with respect to the reward estimates Rθ(X) from Eq. (1).
This clipped surrogate objective, combined with the policy
entropy, handles the explore-exploit dilemma. The policy
entropy loss is given as:

LENT
i (ω) = σH[πω,i(s

t
i)].

1This Dec-MDP describes a locally fully observable model whose local
states when combined yield the fully observable global state [9].

ct

stct at
ct

ct+1

st+1
ct+1

Fig. 1: The oDec-MDP graphical model for two timesteps t and
t + 1. Given the collab team ID ct at timestep t, st

ct is formed
by combining the local states of all agents in ct. All agents’ local
actions from ct combined form at

ct , which leads to ct+1, given ct.
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ct and st
ct together lead to the next state st+1

ct+1 at time t+1.

where H is the policy entropy and σ is the entropy hyper-
parameter. The total loss is then given as:

Li(ω) = LCLIP
i (ω) + LENT

i (ω). (2)

The policy loss, entropy loss, and total loss apply analo-
gously for agent j. At the end of training, the discriminator
and generator return the learned common reward function
and the converged vector of policies respectively.

III. OPEN HUMAN-ROBOT COLLABORATION

In this section, we introduce the novel oDec-MDP and
describe how oDec-AIRL uses it to model OHRC problems.

A. Open Collaboration Model

oDec-MDP generalizes Dec-MDP to model agent open-
ness in a decentralized, collaborative setting. Formally,

oDec-MDP ≜ ⟨Ag,C,S,A,Γ, T,R, ρ⟩

• Ag is the finite set of all agents and |Ag| = N is the
maximum number of agents;

• C : P(Ag)→ N assigns a unique number identifier to each
collaborating team and P denotes the powerset excluding
the empty set. For convenience, we let C also denote the
set of all assigned identifiers;

• Global state space S =
⋃c=|C|

c=1 Sc where c ∈ C and Sc

denotes the set of states of the team identified by c;
• Global action space A =

⋃c=|C|
c=1 Ac where c ∈ C and Ac

denotes the set of joint actions of the team identified by
c. For instance, if team c involves agents i and j whose
action sets are Ai and Aj , respectively, then Ac = Ai×Aj ;

• Team transition model Γ : C ×A × C → [0, 1] gives the
distribution of the new teams given the current team and
action letting agent(s) enter or exit;

• T = {Tc, T
′
c | c = 1, 2, . . . , |C|}, where intra-team state

transition model Tc : Sc × Ac × Sc → [0, 1] gives the
distribution over the team’s next state and inter-team state
transition model T ′

c : Sc × C ′ × Sc′ → [0, 1] gives the
distribution over the next team’s state. Both are available
for all c, c′ ∈ C;

• Common reward function shared by all agents in each team
c, Rc ≜ R(Sc, Ac, c) and Rc : Sc ×Ac → R;

• Start state and team prior distribution ρ : S × C → [0, 1].
An open teamwork trajectory of length T contains the

collaborating team ID, team state, and team action at each
time step:

XE ≜
(
⟨c, sc,ac⟩1, ⟨c, sc,ac⟩2, ⟨c′, sc′ ,ac′⟩3 . . . ⟨c′′, sc′′ ,a

′′
c ⟩T

)
.



Notice from the trajectory that the starting team with ID
c persists for the first two timesteps followed by a change to
team c′. If the team with ID c at time step t = 1 is a dyad
with agents i and j, then the policy π, the team state stc,
and team action at

c are vectors of the two individual agents’
policies, their partial states, and their actions respectively:

πc ≜ ⟨πi, πj⟩; stc ≜ ⟨sti, stj⟩; and at
c ≜ ⟨ati, atj⟩.

The likelihood of the first two time steps of XE is obtained
using the parameters of oDec-MDP as:

Pr(c, s1
c ,a

1
c , c, s

2
c ,a

2
c)

= Pr(c, s2
c ,a

2
c |c, s1

c ,a
1
c) Pr(a

1
c |c, s1

c) Pr(c, s
1
c)

= Pr(a2
c |c, s2

c) Pr(c|c,a1
c) Pr(s

2
c |s1

c ,a
1
c) Pr(a

1
c |c, s1

c) Pr(c, s)

= Pr(a2
i |c, s2i ) Pr(a2

j |c, s2j ) Γ(c,a1
c , c) Tc(s

1
c ,a

1
c , s

2
c)

× Pr(a1
i |c, s1i ) Pr(a1

j |c, s1j ) Pr(c, s1
c)

= πi(a
2
i |c, s2i )︸ ︷︷ ︸
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2
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ρ(c, s1
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given prior

. (3)

A locally fully observable Dec-MDP lets each agent’s policy
condition its action on the agent’s partial view of the state.
Next, we show how the likelihood is obtained for the second
and third timesteps of XE when the team changes. Its
derivation proceeds analogously to the above steps:
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c ,a

2
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3
c′) = πi(a

3
i |c′, s3i ) πj(a

3
j |c′, s3j ) Γ(c,a2

c , c
′)

× T ′
c(s

2
c , c

′, s3
c′) πi(a

2
i |c, s2i ) πj(a

2
j |c, s2j ) ρ(c, s2

c). (4)

The key difference between Eqs. 3 and 4 is that the latter
involves the inter-team transition function T ′

c due to the
change of team from time step t = 2 to t = 3. For the
sake of completeness, we also show below how the value
of a given team state at timestep t, stc, is obtained, which
defines the value function of our oDec-MDP:
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B. Method

The discriminator Dθ(X) of oDec-AIRL learns a com-
mon reward function Rc contingent on c, s, and a. This
common reward function is then used by oDec-PPO to
learn a vector of policies (one for each agent). oDec-
AIRL minimizes the reverse KL divergence between the
learner’s and expert’s marginal teamID-state-action distri-
bution KL(Pπ(c, s,a) || Pexp (c, s,a)). The oDec-AIRL
algorithm shown in Algorithm 1 takes the oDec-MDP
(ODM) without the reward and transition functions, and
the expert trajectories XE , as input. The goal is to learn a
common reward function Rc for the task based on XE , and
the corresponding vector of learned policies.

The algorithm begins by initializing a random decen-
tralized policy vector πc (line 1), and a discriminator Dθ

with random weights θ. Learning continues until the end

Algorithm 1: oDec-AIRL
Input: ODM sans Rc, Γ and T ; Exp trajs XE .
Output: Learned common reward function Rc.

1 Initialize decentralized policy πc, Discriminator Dθ .
2 for iter ← 0 to train_iters do
3 Generate joint trajectories X̂ using πc.
4 Sample joint ⟨c, s,a⟩ minibatches Ŷ and YE from X̂

and XE , respectively.
5 for ep← 0 to discriminator_epochs do
6 Train discriminator Dθ to minimize

KL(Pπ(c, s,a) || Pexp(c, s,a)).
7 Update reward Rc ← logDθ(X)− log(1−Dθ(X)).
8 for ep← 0 to generator_epochs do
9 Train generator G(Rc)← oDec-PPO.

10 Get updated policy πc ← G(Rc).
11 return Rc, πc.

of training iterations (line 2-10). Each iteration, it generates
joint trajectories X̂ using the current policy vector πc. It then
samples minibatches of ⟨c, s,a⟩ from X̂ and XE to yield Ŷ
and YE respectively (line 4). It trains Dθ using Ŷ and YE

to minimize the reverse KL divergence between the expert
and learned distributions (line 6). Using Dθ’s confusion it
extracts an updated reward Rc (line 7). Rc is then provided
as an input to the generator G(Rc) using oDec-PPO which
learns the forward rollout vector of policies (line 10). Finally,
the learned reward function Rc and policy vector πc are
returned (line 11).

IV. EXPERIMENTS

In this section, we consider two domains, a popular
simulated toy domain - Urban Firefighting [3], [6]–[8], and a
realistic dyadic collaborative human-robot furniture assembly
domain. In both domains, we focus on the agent being
called in at the right time. Nonetheless, our method applies
analogously to agents exiting the task. To establish the
efficacy of an open system over a closed one, we compare
the learned behavior of oDec-AIRL with an ablation study
using Dec-AIRL, on both domains.

A. Urban Firefighting

In this domain, the goal is for the agent(s) to extinguish
fires within a 3x3 grid as efficiently as possible. There are
three active fires: a large, medium, and small fire as shown
in Fig. 2 with intensities 0.9, 0.6, and 0.3 respectively at the
beginning. Each firefighter has 4 cardinal direction actions,
a CallAgent action, and an Extinguish action. A CallAgent
action calls one agent at a time (up to 3 agents) and the
Extinguish action at a fire location reduces its intensity by
0.1. Each agent’s local state contains their location, the fire
locations and intensities, and the number of teammates at
their location. Agents need to decide whether to call another
agent to extinguish the fires effectively. The challenge in this
domain is that the learned reward function must maintain a
delicate balance between the cost incurred by having addi-
tional agents and the reward of extinguishing fires sooner.
Results: To provide expert data for training, we generated
simulated trajectories based on human preferences, of 106
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Fig. 2: A complete episode of the Urban Firefighting domain with learned oDec-AIRL policies. Colored bubbles green and blue represent
CallAgent and Extinguish actions respectively. In Figure 2a, Agent 0 heads towards the medium fire, and Figure 2b, calls Agent 1 to join.
Subsequently, Agent 1 moves to the large fire in Figure 2c, while Agent 0 calls Agent 2. In Figure 2d, all agents extinguish fires at their
locations. After extinguishing the medium fire, Agent 0 moves to the small fire, and Agent 2 assists Agent 1 with the large fire in Figure
2e. Figure 2f shows agents at their final locations performing the Extinguish action. This visualization was built using PyGame [14].

TABLE I: Urban Firefighting learned policies comparison

Average of 10000 timesteps

Max Num Agents Method Num Steps Active Per Eps Episode Reward
Agent0 Agent1 Agent2

2 oDec-AIRL 18.06 ± 1.13 13.06 ± 0.61 - 32.22 ± 0.59
Dec-AIRL 16.87 ± 0.09 16.87 ± 0.09 - 30.37 ± 0.07

3 oDec-AIRL 12.36 ± 0.57 9.27 ± 0.12 8.27 ± 0.02 37.86 ± 0.13
Dec-AIRL 10.33 ± 1.29 10.33 ± 1.29 10.33 ± 1.29 35.73 ± 0.70

total timesteps for both oDec-AIRL and Dec-AIRL, trained
both methods for 107 timesteps, and compared their best-
learned behaviors using average episode reward and the
average number of timesteps each agent is active per episode.
As can be observed from Table I, in the behavior learned
by Dec-AIRL, all agents are present throughout the task
duration as expected, and in turn incur a higher step-cost.
In comparison, oDec-AIRL policies only engage the second
and third agents for 9.27 and 8.27 steps, respectively, in the
three-agent case and accrue a higher average episodic reward.
Note that the total number of steps per episode is slightly
greater in an open system compared to a closed one since
agents are being called in one at a time as needed.

B. Collaborative Furniture Assembly
In this realistic dyadic HRC furniture assembly task, the

goal is to assemble a table consisting of multiple parts: base,
leg-support1, leg-support2, leg1, leg2, two screws for each
leg-support to connect them to the base, and two screws
for each leg to screw them into their respective supports,
as shown in Fig. 3. The task can be completed in multiple
ways. One may position both leg-supports on the base
and screw them in before positioning their corresponding
legs and screwing the legs into their respective supports.
Alternatively, one may position leg-support1, screw it into
the base, place the leg1, screw it into the leg-support1,
and analogously repeat the sequence for the other parts to
complete the assembly. Notice that the positioning actions
can be done independently by the robot, while the screwing
action requires the assistance of a human. While the speed of
assembly could be increased by having the human position
parts in parallel from the beginning, the step-cost incurred
due to the human’s presence would be quite high. This means
that the learned reward function must optimize completing
the assembly sooner and the step-cost due to the human’s

presence. In other words, the optimal behavior must only
call the human into the task when imperative.

Each agent has 8 discrete actions: ChooseTask - This
randomly assigns a valid next task to perform, Pick - Agent
picks up the current part, Place - Agent places the current
part at the goal location, HoldInPlace - Agent holds the
current part steadily at its current location, ScrewIn - Agent
screws the current part into place, CallAgent - This calls the
human into the task, ResetTask - Agent places the current
part back to its original location, NoOp - No action. The
local state of each agent in the expert’s oDec-MDP consists
of three discrete variables: TaskName - which takes a valid
task name from eleven discrete values when a ChooseTask
action is performed; TaskStatus - which describes the current
status of the task through one of seven discrete values; Collab
- which provides the current collaboration level between
unavailable, partial and full collaboration. This domain was
developed as a text-based discrete-state-action Gym envi-
ronment on MA-Gym [15] based on domain knowledge of
the assembly task. After completing a screwing subtask, the
human can either stay idle (doing NoOp) until the robot
needs help again or participate by positioning other parts in
parallel. The upside to the latter is that the task is completed
sooner and the team receives a better reward; the downside
is that if the human is engaged in a different task while the
robot requires help, the human must perform a ResetTask
action before helping the robot, extending the task duration.

Simulation Experiments: We generated simulated expert
trajectories of 106 total timesteps and trained both oDec-
AIRL and Dec-AIRL for 107 timesteps. These simulated
trajectories were generated based on human preferences and
domain knowledge to generate team behavior that optimally
completes the task while minimizing human time and effort.
In these trajectories, the human agent on average intervenes



Fig. 3: A collaborative table assembly task that involves placing and screwing together various wooden components. Left: The assembled
table. Right: The individual components required for assembly, including the table base, two supports, two legs, and the necessary screws.

Fig. 4: Snapshots capturing key moments from a typical trial in the human-robot pilot study. At each step, the robotic agent executes
actions based on its learned policy oDec-AIRL, while the human participant is encouraged to emulate the learned human policy. Examples
of each action are illustrated upon their initial occurrence. Following the completion of the ‘Place’ action for Support1, the robot prompts
for human assistance through a pop-up notification for the ‘Call Agent’ action.

TABLE II: HRC Furniture Assembly learned policies comparison

Average of 10000 timesteps

Max Num Agents Method Num Steps Active Per Eps Episode Reward
Robot Human

2 oDec-AIRL 19.61 ± 0.94 13.20 ± 0.98 4.06 ± 0.58
Dec-AIRL 16.34± 0.97 16.34± 0.97 1.74± 0.60

Fig. 5: Left: Findings for subjective measures on a 5-point scale. Right: The average total duration of tasks and the average time allocated
to human agents starting from the Call Agent action.



4 times per episode to perform the screwing action. When
the human is called in depends on the task order, which
is randomly selected in each episode to maximize policy
exploration. We compared their best-learned behaviors using
average episode reward and the average number of timesteps
the human and robot are present per episode. Notice that by
following the Dec-AIRL policies, the human is active for
the entire task duration, while with oDec-AIRL policies, the
human is only active for 13.2 timesteps per episode as shown
in Table II. Naturally, oDec-AIRL policies accrue a better
episode reward than the baseline policies.

TABLE III: Subjective Measures

Fluency
The robot and I collaborated fluently to accomplish the task.

Understanding
I feel the robot had a good understanding of the task.

Predictability
I was never surprised by the robot’s actions.

Contribution
The robot called for my assistance at the appropriate time.

Capability
I feel that my time and effort were valued by the robot.

Satisfaction
I feel satisfied with the performance of the system.

Real-world HRC experiment: In our pilot study, we con-
ducted experiments where human subjects collaborated in
assembling a table using a Franka Emika Research-3 7-
DoF robotic arm. The robot’s control stack was implemented
as a finite state machine to manage and monitor its states
and actions. Initially trained neural network policies were
exported to a CSV file, which was then incorporated into
the finite state machine to guide the robot’s actions at each
state. We recruited 6 participants under a within-subjects
design. Participants received instructions on the assembly
task, the robot’s action capabilities, and its objectives. They
were tasked to participate in the assembly and cooperate
with the robot, especially when it requested assistance via
a ‘CallAgent’ action displayed on an on-screen graphical
interface popup. To aid in marker-based state estimation,
we deployed an externally mounted Intel Realsense D435
camera with April Tags on the assembly components. Addi-
tionally, we integrated human hand tracking using a deep
learning model [16], which was meticulously calibrated
within the experimental setup. An AprilTag positioned just
outside the workspace was used to signal the completion of
actions, which participants activated after each task step.

For manipulated variables, we shuffled task sequences and
selected two variations of the table assembly task. Conse-
quently, each participant performed the assembly twice. Task
1 entailed positioning leg-support2 and screwing it into the
base, then positioning leg2 and securing it into its support,
and analogously for leg-support1 and leg1 to complete the
task. Conversely, task 2 involved positioning leg-supports 2
and 1, screwing them into the base, positioning leg1, securing
it into its support, and repeating the process for leg2 to

complete the assembly. Our focus was on examining the
framework for real-world open human-robot collaboration
and determining the optimal timing of the ‘CallAgent’ action
based on task variations. For other measures, we measured
task completion times and the duration spent by the human
across both tasks (Fig. 5, right). We created six statements
for subjective evaluation (Table III), and asked participants
to rate their level of agreement on a 5-point Likert scale
(inspired by the Godspeed Series Questionnaire [17]).

All trials of the study were successful. Fig. 4 shows the
Franka Research-3 robot assembling the table as per task
order 2, calling the human for assistance at the appropriate
time using the on-screen popup, after which the human and
the robot collaboratively complete the rest of the assembly.
Fig. 5 (left), shows the subjective ratings of the real-world
experiments. Fig. 5 (right), shows the quantitative measures
of the real-world experiments. Task 1 takes an average of
386.76 ± 41.19 secs for completion, while Task 2 takes
348.42 ± 32.28 secs. Through the ‘Call Agent’ action, on
average, human agents only spend 329.49 ± 43.98 secs on
Task 1 and 271.82 ± 31.55 secs on Task 2 demonstrating
successful OHRC through an average time saving of approx-
imately 18.39% for the human across both tasks.

V. RELATED WORK

This work marks the initial endeavor within HRC to
introduce a learn-from-observation approach for contexts
involving agent openness (AO). Whereas methods tackling
planning, modeling, and learning challenges in open-agent
systems exist, we outline their limitations for OHRCS.

Previous methods addressing HRC tasks adopt different
modeling approaches. Nikolaidis et al. [18] and Chen et
al. [19] use a single-agent POMDP, while Giacomuzzo et
al. [20] use a single-agent Descrete-Event MDP to represent
domain. In later work, Nikolaidis et al. [21] employ a
two-player Markov game to characterize HR teams, where
humans adjust their behavior based on evolving perceptions
of the robot’s capabilities. Seo and Unhelkar [22] divided
scenarios into an agent model and a task model. A centralized
task model captures the task attributes while the agent
Markov model represents the mental states of the other inter-
acting agents. Wang et al. [23] employ an MMDP to simulate
a handover and combined human-robot manipulation task,
learning joint policies. More recent work [5], [24] utilizes a
Dec-MDP to model HRC scenarios, where the human and
robot are aware only of their local states. The robot policy is
evaluated on a real-world collaborative produce sorting task.
It is worth noting that these studies assumed closed systems
for HRC, which limits their applicability to OHRCS.

More generally, Eck, Doshi and Soh [3] define open agent
systems as a multiagent scenario where some elements of the
system dynamically change over time. They outline three
primary types of openness: agent openness (AO), where
agents can join or leave during the task; type openness
(TO), involving dynamic changes in the frames of agents
present; and task openness (TaO), which allows changes
in current tasks. Accurately representing open systems with



uncertainties regarding tasks, active agents, and their charac-
teristics is paramount. Framed by these forms of openness,
Chen et al. [25] investigates openness from an ad hoc
standpoint, concluding through simulations that AO enhances
performance whereas TaO complicates learning. Another
work [7] employs the IPOMDP-Lite framework [26] to
simulate AO, validating it in simulated scenarios such as
wildfire suppression. A representation close to our oDec-
MDP framework is the Open Dec-POMDP [27] to model
AO. A key distinction is that they incorporate AO via coali-
tions, where the coalition transition function depends on the
previous coalition and disregards the actions of agents. This
assumption may be impractical when coalition transitions
depend on the policies of agents. Another distinction is that
the Open Dec-POMDP does not model state transitions due
to team member’s actions and team transitions.

To study AO in settings involving many agents, Eck et
al. [8] enhances scalability by selectively modeling neighbors
and extrapolating behavior from this modeling to others.
A CI-POMDP model involving communication has also
been utilized [6], incorporating agents’ messages into belief
updates validated via simulations. More recently, a RL-based
decentralized actor-critic method based on the I-POMDP
framework learns policies for open-organization challenges
where employees may be hired or removed. Rahman et
al. [28] proposes a partially observable open stochastic
Bayesian game to model AO, employing graph-based policy
learning evaluated across simulated domains. These ap-
proaches share a common drawback: they typically assess
their methodologies using small, simulated toy environments,
which may not effectively scale to real-world scenarios.
Techniques relying on I-POMDPs or game theory may not be
adequate for collaborative teamwork, while those for ad hoc
teamwork overlook the dynamic nature of agents entering
and exiting tasks. Moreover, the absence of evaluation in
physical systems like real robots makes it challenging to
gauge their efficacy in operational HRC contexts.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we addressed agent openness (AO) in
human-robot collaboration systems, and introduced a novel
multiagent model, oDec-MDP, and a new IRL technique,
oDec-AIRL, which uses expert demonstrations to learn a
reward function for solving OHRC problems. Future work
may relax the assumption of full observability to handle
environmental occlusions or sensor noise and consider a
larger set of agents to validate scalability. We also plan
to explore type openness (TO) in OHRC, such as how
fatigue affects human collaboration levels. OHRCS enhances
seamless and efficient collaboration between human and
robotic agents, opening numerous future research directions.
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