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Abstract
The crowdsourced information is useful to calibrate Advanced Driver Assistance Systems/Autonomous
Driving (ADAS/AD) parameters for automated and autonomous vehicles. However, learn-
ing such information in vehicular networks is challenging. On the one hand, data collected
by individual vehicle may be not sufficient to train a large scale machine learning model.
On the other hand, uploading raw data to cloud server is likewise impractical due to enor-
mous communication bandwidth requirement and data privacy threat. This paper seeks a
solution by applying federated learning (FL). We aim to improve FL algorithm stability to
increase prediction accuracy. Accordingly, we propose a variance-based and structure-aware
FL (VSFL), in which a variance-based model aggregation method is introduced for FL server
to make optimal model aggregation and a structureaware model training scheme is provided
for vehicle clients to tackle statistical heterogeneity without compromising performance. We
first provide theoretical analysis for the proposed VSFL. We then validate the effectiveness
of VSFL algorithms on vehicle trajectory prediction using both synthetic data and real data.
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Abstract— The crowdsourced information is useful to cali-
brate Advanced Driver Assistance Systems/Autonomous Driv-
ing (ADAS/AD) parameters for automated and autonomous
vehicles. However, learning such information in vehicular
networks is challenging. On the one hand, data collected by
individual vehicle may be not sufficient to train a large scale
machine learning model. On the other hand, uploading raw
data to cloud server is likewise impractical due to enormous
communication bandwidth requirement and data privacy
threat. This paper seeks a solution by applying federated
learning (FL). We aim to improve FL algorithm stability
to increase prediction accuracy. Accordingly, we propose a
variance-based and structure-aware FL (VSFL), in which a
variance-based model aggregation method is introduced for FL
server to make optimal model aggregation and a structure-
aware model training scheme is provided for vehicle clients to
tackle statistical heterogeneity without compromising perfor-
mance. We first provide theoretical analysis for the proposed
VSFL. We then validate the effectiveness of VSFL algorithms
on vehicle trajectory prediction using both synthetic data and
real data.

I. INTRODUCTION

The recent advancement of technology has drastically
changed modern vehicles, using a variety of sensors and
computational resources, the amount of data captured and
the computing capabilities in vehicles have been greatly
increased. This has enabled the application of machine
learning (ML) algorithms to analyze and learn from the
captured data. Vehicular ML takes advantage of the various
data collected by sensors and seeks to solve problems
related to vehicles such as trajectory prediction [1].

Similar to other ML tasks, vehicular ML is mostly studied
for centralized algorithms. In centralized ML, the algorithm
requires data available at a central server that requires
vehicles to send their raw data to a central server, which
is highly impractical due to extensive privacy threats and
enormous communication overhead.

Different from traditional distributed ML algorithms, the
recently introduced FL termed FederatedAveraging (Fe-
dAvg) [2] enables multiple client devices and servers to
train a ML model collaboratively without sharing their data.
In FL, each of the client devices calculates its local update
based on the local data, and the parameters, instead of data,
are sent to the central server, the server then calculates
a global parameter update as an aggregation of all local
parameter updates. The updated global parameters are then
sent back to the client devices. This approach protects data
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privacy, improves communication efficiency and train more
robust models in some scenarios.

We state our contributions as follows. Unlike the state-of-
the-art FL algorithms that mainly focus on model training,
the proposed VSFL tackles both model aggregation and
model training by considering fact that FL is collaboratively
performed by learning server and learning clients. We first
provide theoretical analysis on the variance-based model
aggregation and then address the structural heterogeneous
issues commonly existing in model training. We evaluate
the effectiveness of the proposed VSFL methods on vehicle
trajectory prediction using both synthetic data and real data.

The paper is organized as follows. The related works
are provided in Section II. The accelerated FL setup is
presented in Section III. We introduce the proposed VSFL
in Section IV. The effectiveness of the VSFL algorithms
are validated in Section V. Lastly, Section VI concludes
our paper.

II. RELATED WORKS

We have conducted extensive literature survey. This sec-
tion presents the works of particular interest.

A. Vehicle Trajectory Prediction

The trajectory prediction task mainly uses HD maps and
previous vehicle trajectories as the input information to
predict future trajectory. Early works such as multimodal
trajectory prediction [3] are motivated by computer vision
techniques, and use modern convolutional neural networks
(CNNs) to extract raster features. Although intuitive, these
approaches suffer from computational complexity and in-
formation loss. Recent works have proposed another novel
approach to extract and encode the map information into
nodes in a graph, this line of work is able to achieve
state-of-the-art performances while using less parameters.
Of particular relevance to this paper is the Prediction via
Graph-based Policy (PGP) [1], apart from encoding map
information with graphs, PGP also uses a graph-based
policy model for trajectory prediction.

B. Federated Learning

The advantages of Federated Learning [2] include im-
proved communication efficiency and privacy protection.
Additionally, to address system heterogeneity and statistical
heterogeneity and improve the performance of FL, the
novel optimization methods have been proposed. FedProx
[4] introduces an additional regularization into the local
clients to prevent clients from straying far from each other.



Personalized FL method SCAFFOLD [5] is able to produce
a global model that do not suffer from the ”client drift”
by introducing control variables. FL has been used in
autonomous driving tasks such as road actor classification
[6] and traffic sign detection/classification [7].

C. Algorithmic Stability and Generalization Error

The works of FL have rarely studied its properties in
algorithmic stability and generalization error, two equivalent
notions related to prediction accuracy of the ML algorithms.
The algorithmic stability was first introduced into FL in
[8]. Generally, the algorithmic stability provides a bound
on the algorithm output given fluctuations of the input.
The generalization error denotes the expected difference
between the errors a ML model evaluated on training set and
a new data point. The exact formulations and relationships
are provided in [9], [10], [11].

FedProx [4] and SCAFFOLD [5] are two of recent works
that aim to improve the stability and robustness of FL
algorithms. However, the advantages in these algorithms
are not consistent. The extensive empirical experiments [12]
show that in homogeneous setting, these algorithms in fact
exhibit worse performance compared to vanilla FedAvg [2].

III. ACCELERATED FEDERATED LEARNING

This section provides a brief introduction to FL with
non-IID clients. Additionally, we adapt a momentum-based
accelerated FL optimizer in contrast to the standard gradient
descent scheme used in vanilla FedAvg [2].

FL was first introduced as a communication-efficient and
privacy-preserving algorithm to solve optimization prob-
lems in a distributed fashion. For a network of total n
clients, we denote the dataset possessed by the i-th client
as Di. Thus, D := ∪ni=1Di is the global dataset.

The centralized learning seeks to find a set of model
parameters x that minimizes the loss function l(x,D) for
all clients

argmin
x

l(x,D). (1)

However, the problem (1) requires all data available at the
server, which is impractical for vehicular tasks.

In the decentralized learning, each of the local clients
optimizes over its own local version of the objective, while
the server finds consensus among all clients. The equivalent
decentralized version of problem (1) can be written as

arg min
x1,...,xn

n∑
i=1

l(xi, Di),

subject to: xi = xj initialy, for all i, j.

(2)

FL algorithm is executed as follows. In the round t, the
global model parameters of last round x

(t−1)
global are distributed

from server to all clients, and each client tries to find a
local optimizer of the algorithm x

(t)
i = argminxi l(xi, Di)

using the received x
(t−1)
global as a starting point. In order

to reduce communication, it is common for FL clients
to perform multiple optimization steps using the local
objective as an approximation of the global objective. After
local computation is completed, the server collects updated

parameters from clients and aggregates them as the updated
global parameters xt

global. The server often selects a subset
Ct of nt clients to participate in aggregation. The server
aggregation typically takes the form of weighted average
over a simplex p = (p1, ..., pnt) as

x
(t)
global =

∑
i∈Ct

pix
(t)
i . (3)

The algorithm then proceeds to next round. It can be seen
that the determination of p becomes the key in model
aggregation.

We adapt the Adam optimizer [13] in the local client with
client optimizer restart. We note that the use of adaptive
optimizers in local clients is not solely motivated by the
superior empirical performance, the client optimizer state
also becomes useful in our algorithm presented in Section
IV-A.

IV. VARIANCE-BASED AND STRUCTURE-AWARE FL
This section presents the proposed variance-based and

structure-aware FL (VSFL).

A. Variance-Based Model Aggregation
1) Mathematical Model: Since FL algorithms, especially

those using momentum-based solvers such as Adam, are
difficult to analyze directly. We simplify the problem by
considering the problem of finding the mean of a Gaussian
random vector using data from all clients.

We denote the individual data as di,j ∈ Di ∼
N (µ, σ2

i Id), where µ is the expectation of the distribution
and is assumed to be the same across all clients, while
σi is the standard deviation and σ2

i is the variance of the
distribution. The objective for the server is to run an FL
algorithm to find the best estimation of µ.

When the clients are homogeneous (the datasets Di

follow the same distribution), setting the dataset size based
aggregations weights in (3) as

pi =
|Di|∑

j∈{n} |Dj |
(4)

yields optimal results in terms of excess risk [8]. However,
when the data distribution of clients are heterogeneous,
finding the optimal aggregation weight is challenging.

Assumption 1: We assume that for client i, the local
dataset Di follows a distribution Di, where

EDi∼Di
[∇l(x,Di)] = EDj∼Dj

[∇l(x,Dj)],

for all i and j,

VarDi∼Di
(∇l(x,Di)) = σ2

i Id.

(5)

Assumption 1 assumes that the gradient evaluated at differ-
ent clients i share the same expectation, yet the variance of
the gradient varies across clients. This assumption is espe-
cially common in vehicular data, since the traffic dynamics
on the road typically stays same, yet the data captured by
different sensors tend to have different quality, therefore
causing different variances in data.

The variance-based model aggregation algorithm seeks
to minimize the squared error

||xestimate−xtrue||2 :=

∑n
i=1 |Di|Ed∈Di

||xestimate − d||2∑n
i=1 |Di|

,



where the estimated mean is denoted by xestimate. The
global estimation is calculated by the p-average method
using simplex p = (p1, ..., pn). We denote the global
estimation of x as xglobal =

∑
i=1,...,n pixi, hence the

solution of the problem is calculated as follows,

xglobal =

n∑
i=1

pixi =

n∑
i=1

pi

∑|Di|
j=1 di,j

|Di|
. (6)

In this case, we can calculate algorithmic stability by
studying generalization error. We present the following
theorem with the proof provided in Appendix.

Theorem 1: For a task that satisfy Assumption 1 where
the estimated mean is calculated by (6), the generalization
error of xglobal with respect to the global dataset D, denoted
as gen(µ, xglobal|{D}), is minimized when the weight
simplex p = (p1, ..., pn) takes the following value

pi =
|Di|/σ2

i∑n
j=1 |Dj |/σ2

j

. (7)

This theorem states that in order to minimize general-
ization error, the optimal averaging weight is proportional
to the local dataset size and inversely proportional to the
variance of the local dataset.

This result also follows intuition, a dataset with less
variance in its data distribution appears more stable, and
can be relatively more trusted, thus the dataset has a heavier
averaging weight in aggregation.

2) Estimating Variance of clients: For the case of Gaus-
sian variables with given variance, Theorem 1 ensures the
best-case averaging weights that guarantee best possible
algorithmic stability. In the sense of FL algorithms, the
analysis becomes much more difficult. Motivated by the
theoretical justification of Theorem 1, we then seek to find
an estimation of the variance in dataset.

Unfortunately for most modern ML algorithms, calcu-
lating the variance of gradients induced by empirical risk
minimization is inefficient, especially for large dataset Di.
A recent work by [14] introduced a new interpretation
for the Adam optimizer, where the notion of variance and
relative variance of Adam has been introduced. The k-th
iteration of Adam is calculated as follows

g(k) = ∇xl(x
(k)),

m(k) = (β1m
(k−1) + (1− β1)g

(k))/(1− βk
1 ),

v(k) = (β2v
(k−1) + (1− β2)(g

(k))2)/(1− βk
2 ),

x
(k+1)
i = x(k) − αm(k)/(

√
v(k) + ϵ),

(8)

where α denotes the stepsize, β1, β2 denotes the exponential
decay rates for moment estimates and ϵ is a term in Adam
used to increase the stability of the algorithm. As stated
by the authors of Adam [13], we consider term mt as the
first moment of gradient gt, therefore, one can estimate the
variance of gradient as

V̂ar[gt] = ||gt −mt||22. (9)

Using (9) as our estimation of gradient variance. we propose
the following algorithm 1 named variance-based model
aggregation.

Algorithm 1 Variance-Based Model Aggregation

Initialize global parameter x
(0)
global, stepsize α, moment-

estimate parameters β1, β2.
for t = 0, 1, ..., T − 1 do

Central server broadcasts x
(t)
global to all clients.

for agent i ∈ [n] do
x
(t,0)
i ← x

(t)
global

moment estimate m
(0)
i ← 0, v

(0)
i ← 0

variance estimate s
(0)
i ← 0

for k = 0, 1, ...,K − 1 do
g
(t,k)
i ← ∇xl(x

(t,k)
i , Di)

m
(k)
i ← (β1m

(k−1)
i +(1−β1)g

(t,k)
i )/(1−βk

1 )

v
(k)
i ← (β2v

(k−1)
i +(1−β2)(g

(t,k)
i )2)/(1−βk

2 )

x
(t,k+1)
i ← x

(t,k)
i − αm

(k)
i /(

√
v
(k)
i + ϵ)

s
(k+1)
i ← s

(k)
i + ||g(t,k)i −m

(k)
i ||2

end for
if i ∈ Ct then

Client i sends local variable x
(t,K)
i and vari-

ance estimate s
(K)
i to server

end if
end for
x
(t+1)
global ←

∑
i∈Ct

|Di|/s(K)
i∑

j∈Ct
|Dj |/s(K)

j

x
(t,K)
i

end for

B. Structure-Aware Model Training

Variance-based aggregation allows the FL server to in-
crease algorithmic stability of the training process. In this
sub-section, we focus on the client side and introduce
structure-aware model training scheme for heterogeneous
FL tasks with inherent structures in model and data. We
aim to tackle the heterogeneity without compromising per-
formance.

1) Finding Homogeneity in Heterogeneous Tasks: Con-
sidering the structure of ML network, different layers of
a complex model often serve different purposes. Take
Convolutional Neural Networks (CNNs) in computer vision
tasks for instance, it is commonly believed that the lower
layers of a CNN serves as a common feature detector which
can be kept invariant across different tasks, and the last
layers are used to learn specific tasks.

For the task of vehicular trajectory prediction, we extend
the centralized PGP [1] model to a distributed FedPGP
model. PGP consists of three interacting modules each with
unique purpose. Firstly, a graph encoder encodes vehicle
and map context as node encodings of a directed graph, then
a policy header learns a discrete policy, and the sampled
path is decoded into predicted trajectory by a trajectory
decoder.

Based on information of the application task and the
motivation behind network structure construction, we can
determine and classify the model structure into homoge-
neous and heterogeneous parts. For the PGP model, we
consider the graph encoder and trajectory decoder as
generic modules that should not be effected by the statistical
heterogeneity induced by clients’ dataset, and the policy



header is the part of the model that differs across clients.
2) Structure-Aware Model Parameter Update: In order

to maximize the advantages and minimize the disadvan-
tages of heterogeneous updates, we propose the client-
side structure-aware FL model parameter update. At the
start of the algorithm, we classify model parameters into
homogeneous set SHom and heterogeneous set SHet such
that the parameters in graph encoder module and tra-
jectory decoder module are classified as homogeneous
and the parameters in policy header module are classified
as heterogeneous. In every communication round, each
client performs homogeneous update (FedAvg) on SHom
and heterogeneous update (FedProx, SCAFFOLD, etc.) on
SHet, the exact structure-aware FL model parameter update
is provided in Algorithm 2.

Algorithm 2 Structure-Aware Model Training
Initialize neural network model M with parameter set
x = {[x]1, ...}, classified by SHet and SHom.
for t = 0, 1, ..., T − 1 do

Central server broadcasts x
(t)
global to all clients.

for agent i ∈ [n] do
x
(t,0)
i ← x

(t)
global

for k = 0, 1, ...,K − 1 do
for [x

(t,k)
i ]j ∈ SHet do

[x
(t,k)
i ]j ← HetUpdate([x(t,k)

i ]j)
end for
for [x

(t,k)
i ]j ∈ SHom do

[x
(t,k)
i ]j ← HomUpdate([x(t,k)

i ]j)
end for

end for
if i ∈ Ct then

Client i sends local parameters to server
end if

end for
Server performs global aggregation.

end for

V. EXPERIMENTAL RESULTS

This section validates the performance of the proposed
VSFL algorithms. We conducted the extensive experiments.
The vanilla FedAvg and the heterogeneous SCAFFOLD are
used as baselines.

A. Convergence and Stability Experiments

We first evaluate the effectiveness of Algorithm 1 and
verify the effectiveness of Theorem 1 using synthetic data.
The task is constructed as a linear regression task with
artificial additive Gaussian noises. We consider a network
with 10 clients, each with an individually generated dataset
with different signal to noise ratio (SNR).

Each client dataset has 1000 data samples with input
dimension of 10, and each data sample is generated as the
weighted sum of the input features with additive Gaussian
noise. In accordance with our assumptions in Section IV-A,
the amplitude of noise varies across agents. We construct
a regression model to minimize the mean squares error

Fig. 1. Mean and variance of the
MSE at start stage

Fig. 2. Mean and variance of the
MSE at stable stage

(MSE). It can be easily verified that this synthetic task
satisfies Assumption 1.

We use a fully connected network for the task and
keep the clients to have the same model parameters, hyper
parameters and dataset across all synthetic experiments,
and compare the performance between FedAvg aggregation
and the proposed variance-based aggregation. We show the
mean and variance of global verification error evaluated
on all clients, and provide performance analysis on the
metric score evaluated at the start of experiment and when
the algorithms reach steady-state. Fig. 1 shows that from
the start of the experiment, Algorithm 1 exhibits faster
convergence and yields more stable results across commu-
nication rounds. Additionally, we compare two algorithms
when both have reached steady-state. Fig. 2, a zooming in
view, clearly shows that Algorithm 1 consistently produces
lower error while maintaining better consistency across the
communication rounds.

B. Trajectory Prediction Experiments

In this section, we verify the empirical performance of
our proposed VSFL Algorithms using the trajectory predic-
tion task. All VSFL algorithms and baseline algorithms use
the same input of HD map information and vehicle trajec-
tory of previous 2 seconds to predict the future trajectory in
next 6 seconds. We use the standard minADE metric, i.e.,
the minimum average displacement error measured as the
average L2 distance between the best predicted trajectory
and the ground truth, where the minADE k represents the
minADE over the top k predictions.

1) NuScenes Dataset: The NuScenes dataset [15] is a
public large-scale autonomous driving dataset commonly
used in trajectory prediction works. The NuScenes data is
collected as scenes across four different locations in Boston
and Singapore. For each individual trajectory, the data also
include additional information such as vehicle type and
timestamp of data collection.

2) Construction of Split Datasets: To reveal algorithm
performance on homogeneous data and heterogeneous data,
we use two different rules to split the NuScenes dataset
and assign different data segments to clients: i) Split the
data randomly for all clients to ensure homogeneous data
distribution across clients and ii) Split the data based on
the the aforementioned additional information to ensure
strong heterogeneity across clients, which we refer to as
homogeneous and heterogeneous setups, respectively.

3) The minADE Performance on sampled Datasets: We
employ the same model structure on two different setups.
For the first setup, all clients possess homogeneous data



Fig. 3. The minADE 5 performance
with homogeneous agents

Fig. 4. The minADE 5 performance
with heterogeneous agents

Fig. 5. Top-10 Trajectory Predictions versus Ground Truth

from a universal distribution. For the second setup, all
clients use heterogeneous datasets. Each experiment shows
averaged results from 3 independent runs.

Fig. 3 shows that for homogeneous case, the application
of VSFL slightly improves the performance. However,
Fig. 4 demonstrates that the application of VSFL yields
significantly better prediction accuracy when heterogeneity
is presented in the task. This acts as a confirmation that
VSFL addresses the heterogeneity issue of the problem.

4) The minADE Performance on Full Dataset: We also
evaluated the proposed algorithms on full NuScenes dataset
and list the MinADE 5 results in Table I. It can be also seen
that our VSFL model has clear performance improvement
compared with baseline FL models in terms of vehicle
trajectory prediction, 9.38% improvement over FedAvg and
7.57% improvement over SCAFFOLD. Furthermore, the
MinADE 5 result of 1.295 carried out by our distributed
VSFL model is close to 1.27 given by the centralized ML
model, which further confirms the robustness of the pro-
posed VSFL model. We stress that applying centralized ML
model in vehicular networks is impractical since uploading
data to cloud server requires enormous communication
bandwidth requirement and also risks data privacy. Our
purpose is to compare the performance of the proposed
VSFL model with the distributed FL baselines.

TABLE I
TRAJECTORY PREDICTION PERFORMANCE COMPARISON AMONG

DISTRIBUTED FEDERATED LEARNING MODELS.

Algorithm FedAvg SCAFFOLD Proposed VSFL
MinADE 5 1.429 1.401 1.295

5) Trajectory Prediction Demonstration: Lastly, we
demonstrate the trajectory prediction by our VSFL model.
To show performance of the proposed VSFL model under
the complex traffic condition, we selected an intersection as

illustration point and compared trajectory predictions of the
VSFL model with the ground truth and the predictions of
the centralized PGP model. Fig. 5 shows a snapshot of tra-
jectory predictions, where right half shows the ground truth,
blue and red trajectories in left half are top-10 predictions
by the VSFL model and the PGP model, respectively. It
can be seen that the top-1 prediction by our VSFL model
matches ground truth well.

VI. CONCLUSIONS

Modern vehicles are packed with various on-board sen-
sors to accomplish higher automation levels. However, how
to efficiently utilize data collected presents challenges in
vehicular networks due to the data privacy threat and
communication bandwidth limitation. This paper proposes
a variance-based and structure-aware federated learning
model to address aforementioned issues. A variance-based
model aggregation method is proposed for learning server
to select optimal model aggregation weights and a structure-
aware model training method is provided for vehicle clients
to take full advantages of model parameter homogeneity and
heterogeneity in model parameter update. Compared with
the FedAvg and the SCAFFOLD baselines, the proposed
FL algorithms can improve vehicle trajectory prediction
accuracy by 9.38% and 7.57%, respectively.
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APPENDIX

A. Proof of Theorem 1: Calculation and Minimization of Generalization Error

We consider d̃ as an independent copy of d, with xglobal denoting the global mean estimation as described is Section
IV-A, then

gen(µ, xglobal|{Di}) =Exglobal,{Di}[Lµ(xglobal)− LS(xglobal)]

=Ed̃,{Di}[Lµ(xglobal)]− E{Di}[LS(xglobal)]

=Ed̃,{Di}[

n∑
i=1

pi

∑|Di|
j=1 ||d̃i,j − xglobal||2

|Di|
]− E{Di}[

n∑
i=1

pi

∑|Di|
j=1 ||di,j − xglobal||2

|Di|
]

=

n∑
i=1

pi
|Di|

|Di|∑
j=1

Ed̃,{Di}[||d̃i,j − xglobal||2]−
n∑

i=1

pi
|Di|

|Di|∑
j=1

E{Di}[||di,j − xglobal||2]

=

n∑
i=1

pi
|Di|

|Di|∑
j=1

(
Tr(Cov(d̃i,j)) + Tr(Cov(xglobal))

)
−

n∑
i=1

pi
|Di|

|Di|∑
j=1

E{Di}[||di,j − xglobal||2]

(10)
If we denote the dimension of x as m, then,

gen(µ, xglobal|{Di}) =
n∑

i=1

pi
|Di|

|Di|∑
j=1

(
σ2
im

)
+ Tr(Cov(xglobal))−

n∑
i=1

pi
|Di|

|Di|∑
j=1

E{Di}[||di,j − xglobal||2]

=

n∑
i=1

piσ
2
im+

n∑
i=1

p2i
|Di|

σ2
im−

n∑
i=1

pi
|Di|

|Di|∑
j=1

E{Di}[||di,j − xglobal||2]

=

n∑
i=1

piσ
2
im+

n∑
i=1

p2i
|Di|

σ2
im

−
n∑

i=1

pi
|Di|

|Di|∑
j=1

(( n∑
k=1,k ̸=i

p2k
|Dk|

σ2
km

)
+

p2i (|Di| − 1)

|Di|2
σ2
im+ (1− pi

|Di|
)2σ2

im
)

=

n∑
i=1

piσ
2
im+

n∑
i=1

p2i
|Di|

σ2
im−

n∑
k=1

p2k
|Dk|

σ2
km

−
n∑

i=1

pi
|Di|

|Di|∑
j=1

(
− p2i
|Di|2

σ2
im+ (1− pi

|Di|
)2σ2

im
)

=

n∑
i=1

pi
|Di|

σ2
im−

n∑
i=1

pi

|Di|∑
j=1

(
1− 2pi
|Di|

)
σ2
im

=

n∑
i=1

2p2i
|Di|

σ2
im

(11)

Additionally we know that p = (p1, ..., pn) is constrained on the unit simplex, hence we can find the optimal set of p to
minimize The following optimization problem,

max
p=[p1,...,pn]

n∑
i=1

2p2i
|Di|

σ2
im

Subject to:
n∑

i=1

pi = 1

Which admits a closed-form solution of

pi =

|Di|
σ2
i∑n

j=1
|Dj |
σ2
j

the result shows that the optimal weight factor is proportional to the number of data the client holds, and inversely
proportional to the variance of the client.
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