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## I. Introduction

Model Predictive Control (MPC) has become the predominant choice for control of constrained linear dynamical systems. Central to MPC is the solution of Quadratic Programs (QPs) that compute a control action guaranteeing the system's stability while satisfying the limits on states and controls. This has motivated research in the development of algorithms based on Interior Point Methods (IPMs) [2], [3], active-set methods [4], [5], splitting methods [6], [7], [8], and Semismooth Newton Methods (SNMs) [9]. The methods differ in their computational complexity per iteration, ability to leverage solutions at the previous time step, and iteration complexity. However, most of the algorithms can benefit from exploiting the structure that is inherent in QP instances arising in MPC. To this end, Riccati recursion has been used to reduce the computational effort involved in the factorization of the linear systems arising in the context of MPC [10], [2]. This allows the computational effort involved per iteration to scale linearly instead of cubically in the number of time steps in MPC.

QP algorithms are designed to guarantee convergence to an optimal solution when the problem is feasible. However, feasibility is not always guaranteed. In realtime applications such as MPC, it is imperative for

[^1]QP algorithms to recognize infeasibility and produce a certificate of infeasibility. In this context, not all QP algorithms are capable of returning such a certificate. For example, the standard IPM in [2] cannot produce a certificate of infeasibility. On the other hand, IPMs based on the Homogeneous Self-Dual embedding such as the one in [3] can return a certificate of infeasibility. The active-set methods [4], [5], some splitting method [8] and SNMs [9] can also return a certificate of infeasibility.

Raghunathan [1] introduced a novel approach of reformulating the QP into a so-called Homogeneous Quadratic Program (HQP). The HQP has one additional nonnegative variable compared to the original QP , is always feasible, and can be shown to inherit the convexity properties of the QP under very mild assumptions. The HQP always has an optimal solution. Further, optimality and infeasibility of a QP can be inferred by inspecting the solution of the HQP. The key advantage is that any algorithm based on HQP can now handle optimality and infeasibility of QPs robustly. In a follow-up work [11], the authors presented an IPM with predictor-corrector step for solving the HQP, and implemented the algorithm in Julia [12]. The results demonstrated that the effectiveness of the HQP formulation based IPM in determining optimality and infeasibility of QP. Leveraging these works, Raghunathan and Hall [13] have developed QOACH (Quadratic Optimization Algorithms for Convex problems based on Homogenization), a $\mathrm{C}++$ implementation for solving QPs based on the HQP reformulation. QOACH abstracts the specifics of the factorizations in the step computations away from the algorithm implementation. QOACH currently implements an infeasible IPM and SNM for solving QP and employs sparse linear algebra for factorizations in the step computation. These implementations have been tested on a number of publicly available QP instances.

In this paper, we extend QOACH to exploit the structure that is inherent in QP instances arising in MPC. A key departure of our approach from [2] is that we employ the HQP formulation for MPC. In addition, we allow the dynamical systems to also feature algebraic variable at each time step in the MPC. These algebraic variables could be slacks variables inserted into inequality constraints at each time step of the MPC or they could be naturally present in the dynamics of the system. We extend the Riccati recursion developed in [10], [2] for factorization of the matrices that arise in the step computation for dynamical systems with algebraic variables. QOACH-

MPC allows to easily switch between different algorithms while continuing to exploit the structure inherent in the MPC. In a numerical experiment we demonstrate that switching between SNM and IPM can be beneficial when solving a sequence of Optimal Control Problems (OCPs).

The remainder of this paper is organized as follows. §II introduces the MPC problem formulation. We present the homogeneous reformulation of the QP arising in MPC in $\S$ III $\$ I V$ describes the IPM and SNM algorithms using the HQP. The Riccati recursion for exploiting structure is described in $\S \bar{V} \$ \overline{\text { pI }}$ presents the computational results and conclusions are presented in sVII

## A. Notation

The notation $\mathbb{R}$ denotes the set of reals, $v \in \mathbb{R}^{n}$ denotes a real-valued vector of dimension $n$, and $\operatorname{diag}(v) \in \mathbb{R}^{n \times n}$ denotes the diagonal matrix with entries of $v$ on the diagonal. The $i$-th component of $v$ is denoted as $[v]_{i}$. For a matrix $M \in \mathbb{R}^{n \times m}$ we refer to the element at $i$-th row and $j$-th column by $[M]_{i j}$. For $a, b \in \mathbb{R}$, $0 \leq a \perp b \geq 0$ represents the complementarity constraint $a, b \geq 0, a b=0$. For vectors $u, v \in \mathbb{R}^{n}$, the notation $0 \leq u \perp v \geq 0$ denotes the component-wise complementarity constraint $0 \leq[u]_{i} \perp[v]_{i} \geq 0$. For $a, b \in \mathbb{R}$, the Fischer-Burmeister function is denoted as $\phi(a, b)=a+b-\sqrt{a^{2}+b^{2}}$. For vectors $u, v \in \mathbb{R}^{n}$, $\Phi: \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n}$ denotes the componenent-wise FischerBurmeister function, i.e., $[\Phi(u, v)]_{i}=\phi\left([u]_{i},[v]_{i}\right)$. The space of $n \times n$ real, symmetric matrix is denoted as $\mathbb{S}^{n}$. For a matrix $A \in \mathbb{S}^{n}$, the notation $A(\succeq) \succ 0$ denotes the positive (semi)definiteness of the matrix.

## II. Problem Formulation

We are interested in solving the discrete-time finite horizon Optimal Control Problem (OCP)

$$
\begin{align*}
\min _{x_{k}, u_{k}, y_{k}} & \sum_{k=0}^{N-1}\left(\ell_{k}^{x}\left(x_{k}\right)+\ell_{k}^{u}\left(u_{k}\right)+\ell_{k}^{y}\left(y_{k}\right)\right) \\
& +\ell_{N}^{x}\left(x_{N}\right)+\ell_{N}^{y}\left(y_{N}\right)  \tag{1a}\\
\text { s.t. } & x_{0}=\hat{x}_{0},  \tag{1b}\\
& -x_{k+1}+A_{k} x_{k}+B_{k} u_{k}+C_{k} y_{k}=g_{k},  \tag{1c}\\
& D_{k} x_{k}+E_{k} u_{k}+F_{k} y_{k}=h_{k},  \tag{1d}\\
& D_{N} x_{N}+F_{N} y_{N}=h_{N}  \tag{1e}\\
& \left(\underline{x}_{k}, \underline{u}_{k}, \underline{y}_{k}\right) \leq\left(x_{k}, u_{k}, y_{k}\right) \leq\left(\bar{x}_{k}, \bar{u}_{k}, \bar{y}_{k}\right),  \tag{1f}\\
& \left.\underline{x}_{N}, \underline{y}_{N}\right) \leq\left(x_{N}, y_{N}\right) \leq\left(\bar{x}_{N}, \bar{y}_{N}\right), \tag{1~g}
\end{align*}
$$

where $k=0,1, \ldots, N-1$ is the time index, $x_{k} \in \mathbb{R}^{n_{x}}$ is the state at time $k, u_{k} \in \mathbb{R}^{n_{u}}$ is the control action during the $k$ th control interval, and $y_{k} \in \mathbb{R}^{n_{y}}$ is the algebraic variables at time $k$. The bar quantities $\underline{x}_{k}, \bar{x}_{k} \in \mathbb{R}^{n_{x}}$ represent fixed lower and upper bounds for the state variables $x_{k}$ (analogously for $u_{k}$ and $y_{k}$ ), and $g_{k} \in \mathbb{R}^{n_{x}}$, $h_{k}, h_{N} \in \mathbb{R}^{n_{y}}$ define the affine offsets for the dynamics. The convex quadratic stage and terminal cost terms are defined by $\ell_{k}^{x}\left(x_{k}\right)=\frac{1}{2} x_{k}^{\top} Q_{k}^{x} x_{k}+\left(q_{k}^{x}\right)^{\top} x_{k}$ for $k=0, \ldots, N$ and $\ell_{k}^{u}\left(u_{k}\right), \ell_{k}^{y}\left(y_{k}\right), \ell_{N}^{y}\left(y_{N}\right)$ are defined analogously.

## A. Assumptions

Throughout the remainder of this paper we make the following assumptions:
(M1) The stage cost Hessians $Q_{k}^{x}, Q_{k}^{y}$ are positive semidefinite and crucially $Q_{k}^{u}$ is positive definite.
(M2) The matrices $F_{k}$ are invertible for all $k$.
Assumption (M1) is standard in MPC. Assumption (M2) is not restrictive. This holds for example when the discrete-time system results from the time discretization of index-1 Differential Algebraic Equation (DAE) [14].

## III. Homogeneous Reformulation

For ease of exposition, we view (1) as a QP

$$
\begin{array}{cc}
\min _{z} & \frac{1}{2} z^{\top} Q z+q^{\top} z \\
\text { s.t. } & A z=b, \\
& \underline{z} \leq z \leq \bar{z}, \tag{2c}
\end{array}
$$

where $z=\left(x_{0}, u_{0}, y_{0}, \ldots, x_{N-1}, u_{N-1}, y_{N-1}, x_{N}, y_{N}\right)$. The remaining parameters $Q, q, A, b, \underline{z}, \bar{z}$ in (2) can be readily inferred from (1). $Q$ and $A$ are sparse and highly structured matrices. Exploiting this sparsity pattern is well understood and discussed in detail in $\$ \bar{V}$

The Homogeneous Slacked QP (HSQP) reformulation [11] of (2) is given by

$$
\begin{array}{rlrl}
\min _{z, s^{l}, s^{u}, \tau} & & \frac{1}{2} z^{\top} Q z & +\tau q^{\top} z+\frac{1}{2} \theta \tau^{2}-\theta \tau \\
\text { s.t. } & & A z & =\tau b, \\
& & z-s^{l} & =\tau \underline{z}, \\
z+s^{u} & =\tau \bar{z}, \\
& & , s^{l}, s^{u} & \geq 0 \tag{3e}
\end{array}
$$

where $\theta \in \mathbb{R}$ is a parameter controlling the convexity of the reformulation (see Theorem 1). The HSQP introduces a nonnegative variable $\tau$ which multiplies the right hand side of the equality constraints (2b) and the bounds 2c rendering the constraints in HSQP to be homogeneous. Thus, $\left(z, s^{l}, s^{u}, \tau\right)=0$ is always a feasible solution of (3) regardless of the feasibility of (22). The nonnegative slack variables $s^{l}$ and $s^{u}$ are introduced in order to convert the homogenizations of (2c) into equality constraints. Raghunathan et al [11] showed that a solution of $(2)$ or its infeasibility can be inferred from solving (3) if the following assumptions hold.
(A1) The matrix $A$ has full row rank.
(A2) The matrix $Q$ is positive definite on the null space of A i.e., $v^{T} Q v>0$ for all $v$ with $A v=0$.
We now show that these assumptions hold in the given MPC setting.

Lemma 1. Suppose Assumptions (M1) (M2) hold for MPC (1), then $Q P$ (2) satisfies Assumptions (A1) (A2).

Proof. From Assumption (M2), the algebraic variables $y_{k}$ can be eliminated for each $k$ using (1d) to obtain the dynamical system in terms of states and controls
alone. Subsequently, the states $x_{k}$ can also be eliminated using (1b)-11c). Since equality constraints provide unique pivots to eliminate a set of variable the equality constraints are full row rank, this proves that Assumption (A1) holds. The elimination of $x_{k}, y_{k}$ described above results in an inequality constrained optimization problem in the controls $u_{k}$. The Hessian of the objective function for the inequality constrained problem is positive definite due to Assumption (M1). This implies that Assumption (A2) holds, completing the proof.

Using Lemma 1 we can restate the main result from [11] relating HSQP and QP in the following.
Theorem 1. Suppose Assumptions (M1) (M2) hold for (1). Choose the parameter $\theta>0$ to satisfy

- $\theta+2 \theta^{\star}>0$ where $\theta^{\star}$ is the optimal value of the $Q P$ without bounds, i.e. (2a)-(2b)
- $\theta$ is chosen large enough to satisfy

$$
\left[\begin{array}{l}
d_{z} \\
d_{\tau}
\end{array}\right]^{T}\left[\begin{array}{cc}
Q & q \\
q^{T} & \theta
\end{array}\right]\left[\begin{array}{l}
d_{z} \\
d_{\tau}
\end{array}\right]>0 \forall\left(d_{z}, d_{\tau}\right): A d_{z}-b d_{\tau}=0
$$

Then, the following hold
(i) QP (2) has an optimal solution $x^{\star}$ iff $H S Q P$ (3) has an optimal solution $\left(\hat{z}, \hat{s}^{l}, \hat{s}^{u}, \hat{\tau}\right)$ with $\hat{\tau}>0$.
(ii) $Q P$ (2) is infeasible iff $H S Q P$ (3) has an optimal solution $\left(\hat{z}, \hat{s}^{l}, \hat{s}^{u}, \hat{\tau}\right)$ with $\hat{\tau}=0$.

Proof. From Lemma 1 we have that Assumptions (A1)(A2) hold for QP (2). Theorems 1-2 in [11] are applicable and be used to prove the claim.

Theorem 1 provides the basis for solving QP by developing algorithms that find a minimizer of HSQP. In [11] the authors described an infeasible Interior Point Method (IPM) with Mehrotra's predictor-corrector step computation in Julia. Specifically, the authors derived a block elimination strategy for the linear system in the IPM applied to HSQP such that the computational effort per iteration is similar to that of IPMs applied to QPs [15]. In QOACH [13] we recognized that the block elimination strategy can be applied to any method that solves HSQP through the application of Newton's method to the firstorder stationary conditions. We leveraged this observation to implement an IPM and a Semismooth Newton Method (SNM) for solving HSQP (3). We provide a description of a general algorithm for solving HSQP (3) and the step computation in $\$[\mathrm{~V}$

## A. Computation of $\theta$

We conclude this section with a brief discussion on the computation of $\theta$, for details we refer to [1]. The main effort in the computation of $\theta^{\star}=\frac{1}{2}\left(z^{\text {unc }}\right)^{\top} Q z^{\text {unc }}+$ $q^{\top} z^{\text {unc }}$, where $z^{\text {unc }}$ is the solution of

$$
\left(\begin{array}{cc}
Q & A^{\top}  \tag{4}\\
A & 0
\end{array}\right)\binom{z^{\mathrm{unc}}}{\lambda^{\mathrm{unc}}}=\binom{-q}{b} .
$$

In what follows we show that computing the step direction requires solving systems similar to the one above. To
this end, the computational cost of obtaining $\theta^{\star}$ amounts to one additional iteration.

## IV. Algorithmic Framework for Solving HSQP

We now outline a generic framework for solving HSQP. The first-order stationary conditions for HSQP are

$$
\begin{align*}
& R_{d}(\boldsymbol{v}, \boldsymbol{\lambda}, \boldsymbol{\nu}):=  \tag{5a}\\
& {\left[\begin{array}{c}
Q z+A^{\top} \lambda+q \tau+\lambda^{l}+\lambda^{u} \\
q^{\top} z-b^{\top} \lambda-\underline{z}^{\top} \lambda^{l}-\bar{z}^{\top} \lambda^{u}+\theta \tau-\nu^{\tau}-\theta \\
-\lambda^{l}-\nu^{l} \\
+\lambda^{u}-\nu^{u}
\end{array}\right]=0,} \\
& R_{p}(\boldsymbol{v}, \boldsymbol{\lambda}, \boldsymbol{\nu}):=\left[\begin{array}{c}
A z-b \tau \\
z-s^{l}-\underline{z} \tau \\
z+s^{u}-\bar{z} \tau
\end{array}\right]=0,  \tag{5b}\\
& R_{c}(\boldsymbol{v}, \boldsymbol{\lambda}, \boldsymbol{\nu}):=\left[\begin{array}{c}
0 \leq s^{l} \perp \nu^{l} \geq 0 \\
0 \leq s^{u} \perp \nu^{u} \geq 0 \\
0 \leq \tau \perp \nu^{\tau} \geq 0
\end{array}\right], \tag{5c}
\end{align*}
$$

where $\lambda, \lambda^{l}, \lambda^{u}$ are multipliers for the equality constraints 3b-3d, respectively, $\nu^{l}, \nu^{u}, \nu^{\tau}$ are multipliers for the bounds on $s^{l}, s^{u}, \tau$, respectively, and $\boldsymbol{v}:=$ $\left(z, s^{l}, s^{u}, \tau\right), \boldsymbol{\lambda}:=\left(\lambda, \lambda^{l}, \lambda^{u}\right)$, and $\boldsymbol{\nu}:=\left(\nu^{l}, \nu^{u}, \nu^{\tau}\right)$.

Different algorithms for solving HSQP (3) can be viewed as differing in how complementarity constraints (5c) are handled. IPMs [15] satisfy bounds on $s^{l}, s^{u}, \tau$ and $\boldsymbol{\nu}$ by enforcing that all iterates are positive and solve for

$$
R_{c}^{\mathrm{IPM}}(\boldsymbol{v}, \boldsymbol{\lambda}, \boldsymbol{\nu}):=\left[\begin{array}{c}
\operatorname{diag}\left(s^{l}\right) \nu^{l}  \tag{6}\\
\operatorname{diag}\left(s^{u}\right) \nu^{u} \\
\tau \nu^{\tau}
\end{array}\right]=0 .
$$

On the other hand, SNMs such as [9], choose to solve

$$
\begin{align*}
& R_{c}^{\text {SNM }}\left(\boldsymbol{v}, \boldsymbol{\lambda}, \boldsymbol{\nu} ; \rho, \boldsymbol{\nu}^{\text {prox }}\right):= \\
& {\left[\begin{array}{c}
\Phi\left(s^{l}, \nu^{l}\right)+\rho \cdot\left(\nu^{l}-\nu^{l, \text { prox }}\right) \\
\Phi\left(s^{u}, \nu^{u}\right)+\rho \cdot\left(\nu^{u}-\nu^{u, \text { prox }}\right) \\
\phi\left(\tau, \nu^{\tau}\right)+\rho \cdot\left(\nu^{\tau}-\nu^{\tau, \text { prox }}\right)
\end{array}\right]=0,} \tag{7}
\end{align*}
$$

where $\Phi$ and $\phi$ are defined in s [-A $\rho>0$ is the so-called proximal parameter and $\nu^{\text {prox }}:=\left(\nu^{l, \text { prox }}, \nu^{u, \text { prox }}, \nu^{\tau, \text { prox }}\right)$ is the proximal point for the bound multipliers. In contrast to [9], we do not add a proximal term to the conditions in (5a)-5b. Similar to typical proximal point algorithms, we approximately solve a sequence of proximal problems and update the proximal point $\boldsymbol{\nu}^{\text {prox }}$ until HSQP (3) is solved.
QOACH implements an IPM with a Mehrotra predictor-corrector method [15] for computing the step at each iteration. As for the SNM, QOACH computes a Newton step of the system (5a), (5b), and (7), and uses a linesearch filter mechanism [16] for globalization. The key ingredient is the computation of the step by solving the linear system derived from linearization of the first-order stationary conditions: (5ab)-(5b), (6) for IPM; and (5a)-(5b), (7) for SNM. The linear system has identical structure in both algorithms as described next.

## A. Step Computation

IPM and SNM at an iterate $(\hat{\boldsymbol{v}}, \hat{\boldsymbol{\lambda}}, \hat{\boldsymbol{\nu}})$ solve

$$
\begin{align*}
Q \Delta z+A^{\top} \Delta \lambda+q \Delta \tau+\Delta \lambda^{l}+\Delta \lambda^{u} & =-R_{d, z}  \tag{8a}\\
A \Delta z-b \Delta \tau & =-R_{p, e}  \tag{8b}\\
q^{\top} \Delta z-b^{\top} \Delta \lambda-\underline{z}^{\top} \Delta \lambda^{l}-\bar{z}^{\top} \Delta \lambda^{u} &  \tag{8c}\\
+\theta \Delta \tau-\Delta \nu^{\tau} & =-R_{d, \tau}  \tag{8d}\\
w_{\tau} \Delta \tau+w_{\nu} \Delta \nu^{\tau} & =-R_{c, \tau}  \tag{8e}\\
\Delta z-\Delta s^{l}-\underline{z} \Delta \tau & =-R_{p, l}  \tag{8f}\\
W^{l} \Delta s^{l}+W_{\nu}^{l} \Delta \nu_{l} & =-R_{c, l}  \tag{8g}\\
-\Delta \lambda^{l}-\Delta \nu^{l} & =-R_{d, l}  \tag{8h}\\
\Delta z+\Delta s^{u}-\bar{z} \Delta \tau & =-R_{p, u}  \tag{8i}\\
W^{u} \Delta s^{l}+W_{\nu}^{u} \Delta \nu_{l} & =-R_{c, u}  \tag{8j}\\
\Delta \lambda^{u}-\Delta \nu^{u} & =-R_{d, u} \tag{8k}
\end{align*}
$$

where $\left(w_{\tau}, w_{\nu}\right)=\partial_{\left(\tau, \nu^{\tau}\right)} \varphi\left(\hat{\tau}, \hat{\nu}^{\tau}\right)$, and $W^{l}, W_{\nu}^{l}, W^{u}, W_{\nu}^{u}$ are diagonal matrices defined as

$$
\begin{aligned}
\left(\left[W^{l}\right]_{i i},\left[W_{\nu}^{l}\right]_{i i}\right) & =\partial_{\left(\left[s^{l}\right]_{i},\left[\nu^{l}\right]_{i}\right)} \varphi\left(\left[\hat{s}^{l}\right]_{i},\left[\hat{\nu}^{l}\right]_{i}\right), \\
\left(\left[W^{u}\right]_{i i},\left[W_{\nu}^{u}\right]_{i i}\right) & =\partial_{\left(\left[s^{u}\right]_{i},\left[\nu^{u}\right]_{i}\right)} \varphi\left(\left[\hat{s}^{u}\right]_{i},\left[\hat{\nu}^{u}\right]_{i}\right)
\end{aligned}
$$

where the function $\varphi\left(a, a^{\prime}\right)=a a^{\prime}$ for $\operatorname{IPM}$, and $\varphi\left(a, a^{\prime}\right)=$ $\phi\left(a, a^{\prime}\right)+\rho a^{\prime}$ for SNM. Note that the right hand side in (8) is chosen as for a Newton step for sake of exposition. We prove the property that enables the block elimination approach in [11]. The block elimination strategy can be applied to any choice of the right hand side.

Lemma 2. Consider a generic iterate ( $\hat{\boldsymbol{v}}, \hat{\boldsymbol{\lambda}}, \hat{\boldsymbol{\nu}})$, and let us assume in the case of IPM that $\hat{s}^{l}, \hat{s}^{u}, \hat{\tau}, \hat{\boldsymbol{\nu}}>0$. Then, $w_{\tau}, w_{\nu}>0$ and $W^{l}, W_{\nu}^{l}, W^{u}, W_{\nu}^{u}$ are positive diagonal matrices.
Proof. IPM enforces $\hat{s}^{l}, \hat{s}^{u}, \hat{\tau}, \hat{\boldsymbol{\nu}}>0$ and the claim holds. For SNM, the partial $\partial_{\left(a, a^{\prime}\right)} \varphi\left(a, a^{\prime}\right)$ is given by: $(1-$ $\left.a / \sqrt{a^{2}+\left(a^{\prime}\right)^{2}}, 1+\rho-a^{\prime} / \sqrt{a^{2}+\left(a^{\prime}\right)^{2}}\right)$ if $\left(a, a^{\prime}\right) \neq 0$ and $(1-1 / \sqrt{2}, 1+\rho-1 / \sqrt{2})$ otherwise. Since $\rho>0$, the claim holds.

We outline briefly the block elimination strategy in [11]. We begin by eliminating $\Delta \lambda^{l}, \Delta^{u}$ in terms of $\Delta \nu^{l}, \Delta \nu^{u}$ using 8h, 8k. Lemma 2 establishes invertibility of $W_{\nu}^{l}, W_{\nu}^{u}$ and thus enables elimination of $\Delta \nu^{l}, \Delta \nu^{u}$ in terms of $\Delta s^{l}, \Delta s^{u}$ using 8g, 8j). Further, $\Delta s^{l}, \Delta s^{u}$ can be eliminated in terms of $\Delta z, \Delta \tau$ using (8f), 8i). Finally, again due to Lemma 2 we can eliminate $\Delta \nu^{\tau}$ using (8e). The block eliminations reduce the linear system (8) to

$$
\left[\begin{array}{ccc}
Q+\Sigma & A^{\top} & q  \tag{9}\\
A & 0 & -b \\
q^{\top} & -b^{\top} & \theta+\sigma
\end{array}\right]\left[\begin{array}{c}
\Delta z \\
\Delta \lambda \\
\Delta \tau
\end{array}\right]=\left[\begin{array}{c}
\tilde{R}_{d, z} \\
-R_{p, e} \\
\tilde{R}_{d, \tau}
\end{array}\right]
$$

where $\Sigma$ is a diagonal matrix with positive entries on the diagonal, $\sigma>0$, and $\tilde{R}_{d, z}, R_{p, e}, \tilde{R}_{d, \tau}$ are appropriately defined using the elimination strategy. The system (9) is
solved by eliminating $(\Delta z, \Delta \lambda)$ in terms of $\Delta \tau$ using the first two block equations as

$$
\left[\begin{array}{cc}
Q+\Sigma & A^{\top}  \tag{10}\\
A & 0
\end{array}\right]\left[\begin{array}{l}
\Delta z \\
\Delta \lambda
\end{array}\right]=\left[\begin{array}{c}
\tilde{R}_{d, z} \\
-R_{p, e}
\end{array}\right]-\left[\begin{array}{c}
q \\
-b
\end{array}\right] \Delta \tau
$$

The matrix on the left-hand side is factorized and used to backsolve for two vectors on the right-hand side in 10 . The solution of backsolves can then be substituted in the third block equation in (9) to obtain a scalar equation in $\Delta \tau$ alone. Starting with the determination of $\Delta \tau$ we can proceed to recover $(\Delta z, \Delta \lambda)$ and the rest of the quantities in (8). QOACH performs a $L D L^{T}$ factorization of the matrix in 10 using Intel MKL Pardiso [17]. We show in $\$ \sqrt{V}$ how the structure of the MPC constraints (1b)(1e) defining the constraint matrix $A$ can be leveraged to reduce the cost for performing the factorization.

## B. Initialization

We conclude this section with a discussion on the computation of an initial iterate for the IPM and SNM algorithms. We can leverage the solution of (4) to compute an initial iterate. For IPM, certain quantities of the initial iterate are required to satisfy strict positivity. Accordingly, we set the initial iterate as

$$
\begin{gather*}
\tau^{0}=\frac{\theta+\sqrt{\theta^{2}+4\left(2 \theta^{\star}+\theta\right) \mu^{0}}}{2\left(2 \theta^{\star}+\theta\right)}, \nu^{\tau, 0}=\frac{\mu^{0}}{\tau^{0}}  \tag{11a}\\
z^{0}=\tau^{0} z^{\mathrm{unc}}, \lambda^{0}=\tau^{0} \lambda^{\mathrm{unc}}, \lambda^{l, 0}=0, \lambda^{u, 0}=0  \tag{11b}\\
s^{l, 0}=\max \left(1.0, z^{0}-\tau^{0} \underline{z}\right),\left[\nu^{l, 0}\right]_{i}=\frac{\mu^{0}}{\left[s^{l, 0}\right]_{i}}  \tag{11c}\\
s^{u, 0}=\max \left(1.0, \tau^{0} \bar{z}-z^{0}\right),\left[\nu^{u, 0}\right]_{i}=\frac{\mu^{0}}{\left[s^{u, 0}\right]_{i}} \tag{11d}
\end{gather*}
$$

where $\mu^{0}$ is an initial choice of the barrier parameter. Note that $\tau^{0}>0$ if $\theta$ is chosen to satisfy the first assumption in Theorem 1. For the SNM, there is no requirement for any of the iterates to be positive and hence, the slacks and bound multipliers are initialized as follows $s^{l, 0}=z^{0}-\tau^{0} \underline{z}, s^{u, 0}=\tau^{0} \bar{z}-z^{0}, \nu^{l, 0}=0, \nu^{u, 0}=0$.

## V. Structural Exploitation

The main effort in the step computation of the IPM or SNM is the solution of a linear system of the form

$$
\left[\begin{array}{cc}
Q+\Sigma & A^{\top}  \tag{12}\\
A & 0
\end{array}\right]\left[\begin{array}{l}
d z \\
d \lambda
\end{array}\right]=\left[\begin{array}{l}
r \\
f
\end{array}\right]
$$

where $(r, f)$ represent one of the vectors on the right hand side of 10 . In this section we introduce the notation $(d z, d \lambda)$ in order to prevent confusion with the Newton step $(\Delta z, \Delta \lambda)$. By exploiting the structure of $A$ inherited from the system's dynamics 1b-1e, we can show that $(d z, d \lambda)$ in 12 is the primal-dual solution of the equality constrained QP

$$
\begin{aligned}
\min _{d x_{k}, d u_{k}, d y_{k}} & \sum_{k=0}^{N-1}\left(d x_{k}, d u_{k}, d y_{k}\right)^{\top} Q_{k}^{\Sigma}\left(d x_{k}, d u_{k}, d y_{k}\right) \\
& +\left(d x_{N}, d y_{N}\right)^{\top} Q_{N}^{\Sigma}\left(d x_{N}, d y_{N}\right)
\end{aligned}
$$

$$
\begin{array}{ll} 
& -\sum_{k=0}^{N-1} r_{k}^{\top}\left(d x_{k}, d u_{k}, d y_{k}\right)-r_{N}^{\top}\left(d x_{N}, d y_{N}\right) \\
\text { s.t. } & d x_{0}=f_{-1}^{d} \\
& -d x_{k+1}+A_{k} d x_{k}+B_{k} d u_{k}+C_{k} d y_{k}=f_{k}^{d} \\
& D_{k} d x_{k}+E_{k} d u_{k}+F_{k} d y_{k}=f_{k}^{c} \\
& D_{N} x_{N}+F_{N} y_{N}=f_{N}^{c} \tag{13e}
\end{array}
$$

where $r_{k}$ represents the components in $r$ corresponding to $\left(d x_{k}, d u_{k}, d y_{k}\right)$ for stage $k$, and $r_{N}$ corresponds to $\left(d x_{N}, d y_{N}\right)$. In a similar manner, $f_{-1}^{d}, f_{k}^{d}, f_{k}^{c}, f_{N}^{c}$ are the components in $f$ corresponding to the right hand sides for the equality constraints in 1b-1e, respectively. Further, $Q_{k}^{\Sigma}=Q_{k}+\Sigma_{k}$.

Let $-d \lambda_{-1}^{d}, d \lambda_{k}^{d}, d \lambda_{k}^{c}, d \lambda_{N}^{c}$ denote the multipliers for the constraints in $13 \mathrm{~b}-13 \mathrm{e}$, respectively. Then $d \lambda$ in (12) corresponds to the optimal values of the multipliers for the equality constraints in 13). Using the introduced notation and the structure in (13) we can recast the step computation in 12 as

$$
-\left[\begin{array}{l}
\mathbb{I}  \tag{14a}\\
0 \\
0
\end{array}\right] d \lambda_{k-1}^{d}+Q_{k}^{\Sigma}\left[\begin{array}{l}
d x_{k} \\
d u_{k} \\
d y_{k}
\end{array}\right]+\left[\begin{array}{c}
D_{k}^{\top} \\
E_{k}^{\top} \\
F_{k}^{\top}
\end{array}\right] d \lambda_{k}^{c}+\left[\begin{array}{c}
A_{k}^{\top} \\
B_{k}^{\top} \\
C_{k}^{\top}
\end{array}\right] d \lambda_{k}^{d}=r_{k}
$$

$-\left[\begin{array}{l}\mathbb{I} \\ 0\end{array}\right] d \lambda_{N-1}^{d}+Q_{N}^{\Sigma}\left[\begin{array}{l}x_{N} \\ y_{N}\end{array}\right]+\left[\begin{array}{l}D_{N}^{\top} \\ F_{N}^{\top}\end{array}\right] d \lambda_{N}^{c}=r_{N}$
(13b) - $13 e$
for $k=0, \ldots, N-1$ (note that we chose the sign of $d \lambda_{-1}^{d}$ such that 14 a extends to $k=0$ ). Here, $\mathbb{I}$ denotes the identity matrix. Consider 14 b and 13 e in block matrix form

$$
\left[\begin{array}{cccc}
-\mathbb{I} & Q_{N}^{\Sigma, x} & & D_{N}^{\top}  \tag{15}\\
& & & Q_{N}^{\Sigma, y} \\
& F_{N}^{\top} \\
& D_{N} & F_{N} &
\end{array}\right]\left[\begin{array}{c}
d \lambda_{N-1}^{d} \\
d x_{N} \\
d y_{N} \\
d \lambda_{N}^{c}
\end{array}\right]=\left[\begin{array}{c}
r_{N}^{x} \\
r_{N}^{y} \\
f_{N}^{c}
\end{array}\right]
$$

From Assumption (M2) we have that $F_{N}^{-1}$ exists. It can be easily verified that $\Phi_{N}^{-1}$ is given by

$$
\Phi_{N}^{-1}=\left[\begin{array}{cc}
0 & F_{N}^{-1}  \tag{16}\\
F_{N}^{-\top} & -F_{N}^{-\top} Q_{N}^{\Sigma, y} F_{N}^{-1}
\end{array}\right] .
$$

Using (16), we can eliminate $\left(d y_{N}, d \lambda_{N}^{c}\right)$ from (15) in terms of $d x_{N}$ as

$$
\left[\begin{array}{c}
d y_{N}  \tag{17}\\
d \lambda_{N}^{c}
\end{array}\right]=\left[\begin{array}{c}
F_{N}^{-1}\left(f_{N}^{c}-D_{N} d x_{N}\right) \\
F_{N}^{-\top} r_{N}^{y}+F_{N}^{-\top} Q_{N}^{\Sigma, y} F_{N}^{-1}\left(-f_{N}^{c}+D_{N} d x_{N}\right)
\end{array}\right]
$$

Plugging (17) into the first block equation in 15 yields the Riccati form

$$
\begin{equation*}
-d \lambda_{N-1}^{d}+\Pi_{N} d x_{N}=\pi_{N} \tag{18}
\end{equation*}
$$

where

$$
\begin{align*}
\Pi_{N} & =Q_{N}^{\Sigma, x}-\Psi_{N}^{\top} \Phi_{N}^{-1} \Psi_{N}  \tag{19a}\\
\pi_{N} & =r_{N}^{x}-\Psi_{N}^{\top} \Phi_{N}^{-1}\left[\begin{array}{l}
r_{N}^{y} \\
f_{N}^{c}
\end{array}\right] \tag{19b}
\end{align*}
$$

Further, simplifying the right hand side of 19a) yields that $\Pi_{N}=Q_{N}^{\Sigma, x}+D_{N}^{\top} F_{N}^{-\top} Q_{N}^{\Sigma, y} F_{N}^{-1} D_{N}$ which shows that $\Pi_{N} \succeq 0$. Following [2], we show that the form

$$
\begin{equation*}
-d \lambda_{k-1}^{d}+\Pi_{k} d x_{k}=\pi_{k} \tag{20}
\end{equation*}
$$

holds for $0 \leq k \leq N$ and $\Pi_{k} \succeq 0$ by induction starting from $k=N$ which we have shown to be true. Suppose, 20) hold for $k+1$. Consider the constraints in 14a in conjunction with 20 for $k+1$

$$
\left[\begin{array}{ccccccc}
-\mathbb{I} & Q_{k}^{\Sigma, x} & & A_{k}^{\top} & & & D_{k}^{\top} \\
& & Q_{k}^{\Sigma, u} & B_{k}^{\top} & & & E_{k}^{\top}  \tag{21}\\
& A_{k} & B_{k} & & -\mathbb{I} & C_{k} & \\
& & -\mathbb{I} & \Pi_{k+1} & & \\
& D_{k} & E_{k} & C_{k}^{\top} & & Q_{k}^{\Sigma, y} & F_{k}^{\top} \\
\Psi_{k} & & & F_{k} &
\end{array}\right],
$$

We eliminate $\left(d y_{k}, d \lambda_{k}^{c}\right)$ from (21) using the last two block rows

$$
\begin{aligned}
{\left[\begin{array}{l}
d y_{k} \\
d \lambda_{k}^{c}
\end{array}\right]=} & {\left[\begin{array}{c}
F_{k}^{-1} \\
-F_{k}^{-\top} Q_{k}^{\Sigma, y} F_{k}^{-1}
\end{array}\right]\left(-D_{k} d x_{k}-E_{k} d u_{k}+f_{k}^{c}\right) } \\
& +\left[\begin{array}{c}
0 \\
F_{k}^{-\top}
\end{array}\right]\left(-C_{k}^{T} d \lambda_{k}^{d}+r_{k}^{y}\right)
\end{aligned}
$$

to obtain

$$
\left[\begin{array}{ccccc}
-\mathbb{I} & \tilde{Q}_{k}^{x} & \tilde{Q}_{k}^{x u} & \tilde{A}_{k}^{\top} &  \tag{22}\\
& \tilde{Q}_{k}^{u x} & \tilde{Q}_{k}^{u} & \tilde{B}_{k}^{\top} & \\
& \tilde{A}_{k} & \tilde{B}_{k} & & -\mathbb{I} \\
& & & -\mathbb{I} & \Pi_{k+1}
\end{array}\right]\left[\begin{array}{c}
-d \lambda_{k-1}^{d} \\
d x_{k} \\
d u_{k} \\
d \lambda_{k}^{d} \\
d x_{k+1}
\end{array}\right]=\left[\begin{array}{c}
\tilde{r}_{k}^{x} \\
\tilde{r}_{k}^{u} \\
\tilde{f}_{k}^{d} \\
\pi_{k+1}
\end{array}\right]
$$

where

$$
\begin{align*}
& {\left[\begin{array}{cc}
\tilde{Q}_{k}^{x} & \tilde{Q}_{k}^{x u} \\
\tilde{Q}_{k}^{u x} & \tilde{Q}_{k}^{u}
\end{array}\right]=\left[\begin{array}{ll}
Q_{k}^{\Sigma, x} & \\
& Q_{k}^{\Sigma_{u}}
\end{array}\right] }  \tag{23}\\
&+\left[\begin{array}{l}
D_{k}^{\top} \\
E_{k}^{\top}
\end{array}\right]\left(F_{k}^{-\top} Q_{k}^{\Sigma, y} F_{k}^{-1}\right)\left[\begin{array}{ll}
D_{k} & E_{k}
\end{array}\right] \\
& \tilde{A}_{k}=A_{k}-C_{k} F_{k}^{-1} D_{k} \\
& \tilde{B}_{k}=B_{k}-C_{k} F_{k}^{-1} E_{k} \\
& {\left[\begin{array}{c}
\tilde{r}_{k}^{x} \\
\tilde{r}_{k}^{u} \\
\tilde{f}_{k}^{d}
\end{array}\right]=\left[\begin{array}{c}
r_{k}^{x} \\
r_{k}^{u} \\
f_{k}^{d}
\end{array}\right]-\left[\begin{array}{l}
D_{k}^{\top}\left(F_{k}^{-\top} r_{k}^{y}-F_{k}^{-\top} Q_{k}^{\Sigma, y} F_{k}^{-1} f_{k}^{c}\right) \\
E_{k}^{\top}\left(F_{k}^{-\top} r_{k}^{y}-F_{k}^{-\top} Q_{k}^{\Sigma, y} F_{k}^{-1} f_{k}^{c}\right) \\
C_{k} F_{k}^{-1} f_{k}^{c}
\end{array}\right] }
\end{align*}
$$

Using the last two block rows in 22 we can eliminate $\left(d \lambda_{k}^{d}, d x_{k+1}\right)$ in terms of $\left(d x_{k}, d u_{k}\right)$ to obtain

$$
\left[\begin{array}{c}
d \lambda_{k}^{d}  \tag{24}\\
d x_{k+1}
\end{array}\right]=\left[\begin{array}{c}
\Pi_{k+1} \\
\mathbb{I}
\end{array}\right]\left(\tilde{A}_{k} d x_{k}+\tilde{B}_{k} d u_{k}-\tilde{f}_{k}^{d}\right)-\left[\begin{array}{c}
\pi_{k+1} \\
0
\end{array}\right] .
$$

Substituting for $\left(d \lambda_{k}^{d}, d x_{k+1}\right)$ in the first two block rows of 22 and simplify to obtain

$$
\left[\begin{array}{ccc}
-\mathbb{I} & \widehat{Q}_{k}^{x} & \widehat{Q}_{k}^{x u}  \tag{25}\\
& \widehat{Q}_{k}^{u x} & \widehat{Q}_{k}^{u}
\end{array}\right]\left[\begin{array}{c}
d \lambda_{k-1}^{d} \\
d x_{k} \\
d u_{k}
\end{array}\right]=\left[\begin{array}{c}
\widehat{r}_{k}^{x} \\
\widehat{r}_{k}^{u}
\end{array}\right]
$$

where

$$
\left[\begin{array}{cc}
\widehat{Q}_{k}^{x} & \widehat{Q}_{k}^{x u} \\
\widehat{Q}_{k}^{u x} & \widehat{Q}_{k}^{u}
\end{array}\right]=\left[\begin{array}{cc}
\tilde{Q}_{k}^{x} & \tilde{Q}_{k}^{x u} \\
\tilde{Q}_{k}^{u x} & \tilde{Q}_{k}^{u}
\end{array}\right]+\left[\begin{array}{c}
\tilde{A}_{k}^{\top} \\
\tilde{B}_{k}^{\top}
\end{array}\right] \Pi_{k+1}\left[\begin{array}{c}
\tilde{A}_{k}^{\top} \\
\tilde{B}_{k}^{\top}
\end{array}\right]^{\top}
$$

$$
\begin{align*}
\widehat{r}_{k}^{x} & =\tilde{r}_{k}^{x}+\tilde{A}_{k}^{\top}\left(\Pi_{k+1} \tilde{f}_{k}^{d}+\pi_{k+1}\right)  \tag{26a}\\
\widehat{r}_{k}^{u} & =\tilde{r}_{k}^{u}+\tilde{B}_{k}^{\top}\left(\Pi_{k+1} \tilde{f}_{k}^{d}+\pi_{k+1}\right)
\end{align*}
$$

Finally, from we obtain from eliminating $d u_{k}$ using the second block equation that

$$
\begin{align*}
\Pi_{k} & =\widehat{Q}_{k}^{x}-\widehat{Q}_{k}^{x u}\left(\widehat{Q}_{k}^{u}\right)^{-1} \widehat{Q}_{k}^{u x}  \tag{27a}\\
\pi_{k} & =\widehat{r}_{k}^{x}-\widehat{Q}_{k}^{x u}\left(\widehat{Q}_{k}^{u}\right)^{-1} \widehat{r}_{k}^{u} \tag{27b}
\end{align*}
$$

The inverse of $\widehat{Q}_{k}^{u}$ exists since the matrices in 26a and (23) are formed by the addition of low rank matrices to the original Hessian matrices $Q_{k}^{\Sigma, x}$ and $Q_{k}^{\Sigma, u}$. Further, $\Pi_{k} \succeq 0$ since this is obtained as Schur-complement of the matrix in 26a. Finally, the block elimination procedure serves as proof that $\Phi_{k}$ is invertible as claimed before. The main computational effort is the inversion of a dense matrix $\widehat{Q}_{k}^{u}$ of size $n_{u}$. The steps involved in solving the Riccati recursion are summarized in Algorithm 1 .

```
Algorithm 1: Riccati recursion for solving (12)
    Data: \((r, f)\)
    Result: \((d z, d \lambda)\)
    Compute \(\Pi_{k}, \pi_{k}\) for \(k=N, \ldots, 0\) via (19), 27);
    Set \(d x_{0}=f_{-1}^{d}\);
    Set \(d \lambda_{-1}^{d}=\Pi_{0} d x_{0}-\pi_{0}\);
    for \(k=0, \ldots, N-1\) do
        Set \(d u_{k}=\left(\widehat{Q}_{k}^{u}\right)^{-1}\left(\widehat{r}_{k}^{u}-\widehat{Q}^{u x} d x_{k}\right)\);
        Set \(d x_{k+1}=\tilde{A}_{k} d x_{k}+\tilde{B}_{k} d u_{k}-\tilde{f}_{k}^{d}\);
        Set \(d \lambda_{k}^{d}=\Pi_{k+1} d x_{k+1}-\pi_{k+1}\);
        Set \(d y_{k}=F_{k}^{-1}\left(f_{k}^{c}-D_{k} d x_{k}-E_{k} d u_{k}\right)\);
        Set \(d \lambda_{k}^{c}=F_{k}^{-\top}\left(r_{k}^{c}-C_{k}^{\top} d \lambda_{k}^{d}-Q_{k}^{\Sigma, y} d y_{k}\right)\);
    Compute ( \(d y_{N}, d \lambda_{N}^{c}\) ) using (17).
```


## VI. Numerical Results

All results in this section were obtained using a 12 th Generation Intel Core i9 processor with 3.2 GHz and

125GiB RAM under Linux operating system Ubuntu 20.04 .

We first compare the introduced methods to state-of-the-art solvers: the open-source SNM solver FBstab [9], which utilizes the Riccati recursion to solve the MPC problem (1); and the commercial solver Gurobi [18].

## A. Servo Motor Control

Consider the continuous time servo motor model [19]

$$
\begin{aligned}
& \dot{x}=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
-128 & -2.5 & 6.4 & 0 \\
0 & 0 & 0 & 1 \\
128 & 0 & -6.4 & -10.2
\end{array}\right] x+\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right] u \\
& y=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
1282 & 0 & -64 & 0
\end{array}\right] x,
\end{aligned}
$$

with output and input constraints $\left|y_{2}\right| \leq 78.5 \mathrm{Nm}$ and $|u| \leq 220 \mathrm{~V}$, respectively. We conduct a similar experiment as was done in [9]: we solve discretized reference tracking OCPs, where the time horizon $N$ is varied from 1 to 1000 .

The results are depicted in Figure 1 and Table 1 We find that the IPM achieves comparable results to the state-of-the-art solver FBstab and slightly slower results compared to Gurobi (at most a factor 3-4). For $N \in\{3,4\}$, the initial iterate of the SNM is found to be optimal. The initial iterate (see $\S I V-B$ ) is chosen as the optimal solution of the equality constrained QP neglecting the bounds, which resembles the Linear Quadratic Regulator (LQR), and is optimal if it is feasible for the bounds. For larger $N$, the SNM is slower by about a factor of 3 compared to the IPM for large horizons, which is due to the increased number of iterations taken (see Table I). Note that FBstab requires about twice as many Newton iterations compared to the IPM, yet it has comparable solution times. This is due to the two backsolves 10 required for step computations in HSQP, which makes an HSQP iterate about twice as expensive as a QP iterate. We further find that for this example the implemented Riccati recursion with dense linear algebra does not lead to significant speed-ups over solving the MPC problem as a sparse QP.

## B. From $O C P$ to $M P C$

The above results discuss the performance for solving a single OCP rather than a series of such as is done in MPC. Oftentimes the OCP does not change much from one time instance to the next, in which case we expect the utilization of the current solution to reduce the computational effort required to obtain its successor. For any sequence of optimization problems this is known as warmstarting. Unfortunately, some algorithms are difficult to warm-start, e.g., the discussed IPM algorithm, whereas other methods are able to recycle the previous solution easily, e.g., the discussed SNM algorithm. Nonetheless, we have seen above that IPM outperforms SNM in the


Fig. 1: Comparing computational timings of the introduced method to state-of-the-art solvers.

TABLE I: Comparing the number of iterates required for each solver dependent on the number of stages $N$. The respective computation times are depicted in Figure 1 The number of iterates for the respective QOACH Riccati and sparse implementations are identical.

|  | IPM |  |  | SNM |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | QOACH | Gurobi |  | QOACH | FBstab |
| 3 | 5 | 10 |  | 0 | 2 |
| 4 | 6 | 11 |  | 0 | 2 |
| 10 | 12 | 12 |  | 30 | 23 |
| 100 | 12 | 12 |  | 34 | 24 |

OCP setting, since it often requires significantly fewer Newton iterations. Furthermore, the IPM method tends to be more robust towards poor conditioning, whereas the iterations within an SNM framework may stagnate. Ideally, for an MPC application we desire a method that is capable of both: robust convergence properties while exploiting the knowledge of the current solution in the computation of the next.

In what follows we analyze the effect of warm-starting versus cold-starting for both methods. Cold-starting QOACH does not leverage the previous iterate but rather utilizes the initialization as discussed in $\S I V-B$. As noted in $\$$ VI-A the initial iterate of the SNM can readily provide the optimal solution. Clearly, the situation is quite different for IPM since we require an initialization with positive slacks. As opposed to the LQR-like initialization, the warm-started method uses a shift initialization as is commonly done in MPC [20]. For IPM we initialize via a convex combination between the shifted solution and the initialization used for cold starts, which prevents initialization with vanishing slacks.

Figure 2 depicts the computational times required for solving the closed-loop servo motor as introduced in \$VI-A using the cold-start. The respective warm-started solutions are depicted in Figure 3. In both figures, the left
plot shows the original reference tracking problem and we find that warm-starting makes little to no difference for IPM. The right figures show results for the same reference tracking problem but with included terminal inequality constraints $-\varepsilon \leq y(T) \leq \varepsilon$ (see Figure 4). We find that warm-starting significantly improves the performance of SNM and slightly improves the performance of IPM. Note that the difference between the coldstarted and the warm-started SNM is almost an order of magnitude.

The observations above indicate that it would be beneficial to use a cold-started IPM at the first time step, and otherwise rely on a warm-started SNM method. The flexibility of QOACH enables us to switch between these algorithms easily. The results in Figure 3 show the IPMSNM method inherits the computational benefits of both methods.

## VII. Conclusion and Future Work

In this paper we introduced the structural exploitation of MPC problems when such are solved via the homogeneous QP framework [1]. We showed that standard assumptions in MPC satisfy the assumptions required for the homogenization. We then specified the IPM and SNM step computations within HSQP tailored to MPC via a Riccati recursion. In a numerical experiment we report comparable results to state-of-the-art solvers, and discuss the benefit of switching between IPM and SNM during the MPC feedback loop.

Future work aims at extending the HSQP framework further, both by integration of other solution methods and forms of structural exploitation. For instance, one line of work could consist of integrating an active set strategy, or the structural exploitation in MPC could be extended to a stochastic MPC setting.


Fig. 2: Plotting the wall time required to obtain the coldstarted MPC solution at each time step. The right results includes the terminal constraint $-\varepsilon \leq y(T) \leq \varepsilon$, which is omitted on the left.
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