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Abstract
In this paper, a multiple cluster-based transmission diversity scheme is proposed for asyn-
chronous joint transmissions (JT) in private networks. The use of multiple clusters or small
cells is adopted to reduce the transmission distance to users thereby increasing data-rates
and reducing latency. To further increase the spectral efficiency and achieve flexible spa-
tial degrees of freedom, we consider that a distributed remote radio unit system (dRRUS)
is installed in each of the clusters. A key characteristic of deploying the dRRUS in private
networks is the associated multipath-rich and asynchronous delay propagation environment.
Therefore, we consider asynchronous multiple signal reception at the remote radio units and
propose an intersymbol interference free distributed cyclic delay diversity (dCDD) scheme for
JT to achieve the full transmit diversity gain without requiring full channel state information
of the private network. The spectral efficiency of the proposed dCDD-based JT is analyzed
by deriving a new closed-form expression, and then compared with link-level simulations for
non-identically distributed frequency selective fading over the entire network. Due to its
distributed structure, the dRRUS relies on backhaul communications between the private
network server and cluster master (CM), which is the main backhaul connection, and be-
tween the CM to remote radio units (RRUs), which are the secondary backhaul connections.
Thus, it is important for us to investigate the impact of reliability of main and secondary
backhaul connections on the system. Our results show that the resulting composite backhaul
connections can be accurately modeled by our proposed product of independent Bernoulli
processes.
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Abstract—In this paper, a multiple cluster-based transmission

diversity scheme is proposed for asynchronous joint transmissions

(JT) in private networks. The use of multiple clusters or small

cells is adopted to reduce the transmission distance to users

thereby increasing data-rates and reducing latency. To further

increase the spectral efficiency and achieve flexible spatial degrees

of freedom, we consider that a distributed remote radio unit

system (dRRUS) is installed in each of the clusters. A key

characteristic of deploying the dRRUS in private networks is

the associated multipath-rich and asynchronous delay propaga-

tion environment. Therefore, we consider asynchronous multiple

signal reception at the remote radio units and propose an

intersymbol interference free distributed cyclic delay diversity

(dCDD) scheme for JT to achieve the full transmit diversity gain

without requiring full channel state information of the private

network. The spectral efficiency of the proposed dCDD-based

JT is analyzed by deriving a new closed-form expression, and

then compared with link-level simulations for non-identically

distributed frequency selective fading over the entire network.

Due to its distributed structure, the dRRUS relies on backhaul

communications between the private network server and cluster

master (CM), which is the main backhaul connection, and

between the CM to remote radio units, which are the secondary

backhaul connections. Thus, it is important for us to investi-

gate the impact of reliability of main and secondary backhaul

connections on the system. Our results show that the resulting

composite backhaul connections can be accurately modeled by

our proposed product of independent Bernoulli processes.

Index Terms—Local and private 5G networks, distributed

cyclic delay diversity, joint transmission, spectral efficiency.

I. INTRODUCTION

A
local and private wireless network (LPWN) is a promis-

ing new in-building connectivity model offering previ-

ously unavailable wireless network performance to businesses

and individuals. The owners of the LPWN can optimize ser-

vices within their facility by planning and installing their own
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networks, and ensure reliable communications with exclusive

use of all available radio and network resources. Private

network can freely determine how resources are utilized, traffic

is prioritized, or how a specific security standard is deployed.

Potential applications for industries, businesses, utilities, and

public sectors have gravitated towards 5G wireless networks

with stringent performance requirements, in terms of avail-

ability, reliability, latency, device density, and throughput [3],

which are also feasible in the shared spectrum or unlicensed

spectrum used by the LPWN. Furthermore, to increase trans-

mission speeds and capacity, reduce latency, and shorten the

transmission distance to the users, a dense deployment of small

cells or clusters is expected in LPWNs [4].

To increase the spectral efficiency and coverage, and to

achieve flexible spatial degrees of freedom, a distributed an-

tenna system (DAS), in which multiple antennas are installed

over a single base station (BS) coverage area [5]–[13], is a

promising approach for LPWNs. To exploit these benefits,

the DAS has also been considered for indoor communication

systems [12], [13] using multiple remote radio units (RRUs),

each equipped with a single antenna and fixed power for

signal processing due to a limited transmission power, which

is known as a distributed remote radio unit system (dRRUS)

[14]. Note that each RRU applies only a shifting operation

to the input transmission symbol block. When each antenna

operates as a BS, the DAS can be recognized as a coordinated

multiple point (CoMP) system [15], [16]. The key advantage

of CoMP is to support simultaneous communications by a

plurality of BSs to a single or multiple users to improve the

rate over a whole communication region. The two main forms

of CoMP are coordinated beamforming and joint transmissions

(JT). However, since we do not assume full channel state

information at the transmitter (CSIT), we will focus on JT

in this paper. Although geographically placed BSs should

carefully consider path loss and shadowing [17], it is chal-

lenging to collect full CSIT at all the distributed transmitters.

Furthermore, whilst reliable channel estimate can be obtained

at the user, the feedback overhead will be huge as the number

of BSs increases.

In addition, a tight clock synchronization among BSs is a

critical challenge for simultaneous BS transmissions using JT

CoMP [6], [9], [18]. This is because mismatch among BSs

will cause interference at the user due to the difference in

signal arrival time. However, for indoor LPWN environments

such as in factories or office buildings, Global Navigation
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Satellite System signals are usually not available, so that

an alternative clock synchronization method such as over

the air synchronization could be implemented using wireless

backhaul links [19].

With the proliferation of ultra-dense small cells, wireless

backhauls should be carefully designed to support high speed

data transportation from network nodes to end terminals and

vice versa. Resulted by non-line-of-sight (nLoS) propaga-

tion, severe fading, and imperfect synchronization, backhaul

unreliability inherent from wireless impairments is a key

factor that affects wireless networks. In [20], mmWave com-

munication technique was adopted in backhaul connections

for 5G networks and the impact of nLoS propagation on

backhaul reliability was investigated. For CoMP downlink

cellular networks, the impacts of backhaul unreliability on the

system performance were investigated in [21]. For distributed

maximal ratio transmission (dMRT) [22], [23], the backhaul

reliability was firstly modeled as a Bernoulli process. Since

then, this model has been employed in various systems such

as for physical layer security and spectrum sharing. To ensure

successful implementations of JT in LPWNs, we aim to

address the following three challenges.

1) CSIT-dependent precoders are usually employed to mini-

mize interference caused by simultaneous multiple trans-

missions. To achieve this, full CSI feedback is necessary

between the RX and DAS, which is challenging over

the distributed system, and its overhead increases in

proportion to the number of RRUs. Thus, it is necessary

to develop an interference-free transmission scheme that

requires only limited CSI.

2) When a DAS is deployed in LPWN environments, we will

need to model the impact of multipath-rich propagation.

Given that the distance between the RRUs varies with

respect to the receiver (RX), interference will be an in-

trinsic challenge since the received symbol timing cannot

be aligned at the RX due to path dependent propagation

delay [24].

3) Hierarchical wireless backhaul communications are re-

quired in dRRUS, and thus it is necessary to investigate

the impact of the backhaul reliability on the performance

in private networks.

Taking into consideration of three challenging problems, we

can summarize the following three advances compared with

existing works [5]–[13].

1) A new multi-cluster-based distributed remote radio unit

system (MC-dRRUS): To achieve high throughput in the

private network, we propose a new MC-dRRUS, in which

the private network server (PNS) provides transmission

signals and synchronization to the respective cluster mas-

ters (CMs). Within non-overlapping clusters, each CM

forms an individual dRRUS. It is desired to increase

the number of RRUs to improve coverage over a large

network area and to increase channel diversity. However,

increasing the RRUs without clustering would result in

increased interference, difficulty in time synchronization,

and additional feedback overhead. In addition, due to the

use of dCDD, the maximum number of RRUs that can be

connected to the CM is limited. Thus, to deploy a large

number of RRUs without increasing interference, sim-

plifying synchronization among distributed RRUs, and

maintaining a similar distribution of propagation delays,

it is desirable to deploy multiple clusters of RRUs.

2) Distributed asynchronous cyclic delay diversity-based JT

(dACDD-JT) scheme: Based on the distribution of propa-

gation delays over all transmission paths, the CM is able

to assign a variable CDD delay at each of its RRUs,

which is necessary to remove intersymbol interference

(ISI) caused by asynchronous signal reception at the RX

[25]. Thus, by converting to synchronous signal reception,

MC-dRRUS can bring benefits to LPWN industrial grade

reliability.

3) Hierarchical wireless backhaul reliability model: By us-

ing a new Bernoulli process that is modeled by the

product of independent Bernoulli processes, the impact

of the main and secondary wireless backhaul reliability

on the outage probability and spectral efficiency of the

MC-dRRUS is investigated.

In summary, we propose a new system, MC-dRRUS in LPWN,

utilizing dACDD-JT for different propagation delays over all

transmission paths in multipath-rich environments. To draw

insightful performance gain and limits, we conduct theoretical

performance analysis for the outage probability and spectral

efficiency.

A. Organization

The rest of the paper is organized as follows. In Section II,

system and channel models are introduced. In Section III,

dACDD-JT for cyclic prefixed single carrier (CP-SC) trans-

missions is introduced. The spectral efficiency and outage

probability of the proposed dACDD-JT achieved by the MC-

dRRUS is derived in Section IV. The outage probability and

spectral efficiency of the dACDD-JT with unreliable backhaul

connections is conducted in Section V. Simulation results

are illustrated in Section VI and conclusions are drawn in

Section VII.

Notation: N0 denotes the set of non-negative integers; B

denotes the binary set composed of 0 and 1; C denotes the set

of complex numbers; IN denotes an N×N identity matrix; 0

denotes an all-zero matrix of an appropriate size; CN
(
µ, σ2

)

denotes a complex Gaussian distribution with mean µ and

variance σ2; and Cm×n denotes the vector space of all m×n
complex matrices. Fϕ(·) denotes the cumulative distribution

function (CDF) of the random variable (RV) ϕ, whereas its

probability density function (PDF) is denoted by fϕ(·). The

binomial coefficient is denoted by
(
n
k

)△
= n!

(n−k)!k! . For a vector

a, L(a) denotes the cardinality; its lth element is denoted

by a(l); and the right circulant matrix determined by a is

denoted by RC(a). For another vector ai,N with the second

subscript defining its cardinality, sum(ai,N ) = c denotes the

sum for all sets of positive indices of {ai(1), . . . ,ai(N)}
satisfying

∑N
j=1 ai(j) = c; the multinomial coefficient

is defined as
(

c
ai,N

)△
= c!

(ai,N (1))!(ai,N (2))!...(ai,N (N))! ; and
∑a

n1,...,nJ
n1 6=n2 6=...6=nJ

△
=
∑a

n1=1

∑a
n2=1

n2 6=n1

. . .
∑a

nJ=1

nJ 6=n1,...,nJ 6=nJ−1

.
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For a set of continuous random variables, {x1, x2, . . . , xN},

x〈i〉 denotes the ith smallest random variable, which

corresponds to the ith order statistic. For these order

statistics, the spacing statistics, {y1, . . . , yN}, are obtained by

changing the variables as yi = x〈i〉 − x〈i−1〉 with y1 = x〈1〉.

II. SYSTEM AND CHANNEL MODELS

PNS

Coordinator

C1/F1

C2/F2

CM1

RX

RRU1,1

RRU1,3

RRU1,2

RRU2,1

RRU2,2

RRU2,3

b1,1

b1,2 b1,3

b1 b2

b2,1

b2,2

b2,4

h1,1 h1,3
h2,1

h2,2

CM2

RRU1,4

RRU1,5

h1,4 RRU2,4b2,4

h2,4

h2,3

h1,5

Fig. 1. Illustration of the proposed MC-dRRUS with five RRUs in Cluster 1,
C1, and four RRUs in Cluster 2, C2. Two central nodes highlighted in each
cluster are assigned as CMs to control the other RRUs in its cluster.

Fig. 1 presents the proposed MC-dRRUS with two non-

overlapping clusters, with each cluster considered as a dRRUS.

When carrier aggregation is employed, C2 can operate on a

carrier, F2, different from the carrier F1 deployed in C1. We

consider that the PNS is the central grand master clock im-

plemented using the precision time protocol (PTP) [26], [27],

so that the CM1 and RRUs can achieve clock synchronization

with respect to the PNS. In contrast, the clocks at the CM

and RRUs serve as the boundary clock and transparent clocks,

respectively, which have multiple PTP ports to interact with

other clocks. Moreover, we assume that the RX operates with

an ordinary clock. We assume that wireless backhaul links,

{b1, b2}, are configured to provide main backhaul access to the

clusters from the coordinator at the PNS. Wireless backhaul

links, denoted as {bi,j, i = 1, 2, j = 1, . . . ,K}, provide

secondary backhaul access from the CM to RRUs. We first

assume ideal backhaul links in the following and consider

non-ideal in Section IV. The CM is responsible for assigning

the transmit signals for all RRUs. Every node in the cluster

are assumed to have a single antenna. Since the RX receives

signals from multiple clusters, it can adopt the single-user-

multiple input and single output mode of operation to achieve

a high throughput. In addition, due to the use of cooperative

CP-SC transmissions, this system can effectively exploit the

diversity in multipath-rich environments.

A. Channel model

A frequency selective fading channel from the kth RRU,

deployed in the ith cluster, to the RX is denoted by hi,k with

1The wireless access point in each dRRUS can serve as the CM using
IEEE 802.11be. For multiple coexisting users, a cluster-based non-orthogonal
multiple access (NOMA) scheme can be developed based on the dCDD-based
cooperative pseudo-NOMA, which was recently proposed by [28].

L(hi,k) = Ni,k. The distance-dependent large scaling fading

is denoted by αi,k. For a distance ϑi,k from RRUi,k to the

RX, αi,k is defined as αi,k = (ϑi,k)
−ǫ, where ǫ denotes the

path loss exponent. The RX is placed at a specific location with

respect to the RRUs, and, thus, independent but non-identically

distributed (i.n.i.d.) frequency selective fading channels from

the RRUs to RX are considered in the dRRUS. The RX is

assumed to know the number of multipath components in

its receive channel using an initial training sequence [29] or

adding a pilot as the suffix to each symbol block [30]. The RX

first computes Nmax
△
=max{Ni,k, ∀i, k}, and then feeds back

Nmax to the PNS via one of the channels that results in the

greatest channel strength and its corresponding secondary and

main backhaul link, so that the CMs do not need to cooperate

via the X2 interface to exchange relevant channel parameters.

Except for the case of losing Nmax or sudden changes in the

channels while feeding back from the RX, there will be no

performance loss. Thus, we assume that there is no loss of

Nmax and the channels are quasi-statistic during the feed back

phase.

1) Diversity analysis in multipath-rich environments: As an

illustrative example, we consider a system with one cluster and

a single RRU. The cyclic-prefix (CP) length, NCP, is set to

N1,1. When the CP-related signal part is removed at the RX,

the received signal is given by

r =
√
PTα1,1H1s+ z (1)

where PT is the transmission power for single carrier trans-

missions, s ∈ CQ×1 is the input transmission symbol block

with the block size, Q, z ∼ CN (0, σ2
zIQ), and H1 =

RC([hT
1,1,01,Q−N1,1

]T ). It has been verified by [31] that

when a maximum likelihood detector (MLD) is applied, the

signal-to-noise ratio (SNR) realized at the RX is given by

γ1 = PTα1,1

∑N1,1

i=1 |h1,1(i)|2/σ2
z . According to this SNR, a

multipath diversity of N1,1 is achievable by CP-SC transmis-

sions over the frequency selective fading channels [31].

B. Two-way Synchronization

D1 D2

t1
θ

θ

t2

df

dr

t3

t4

Sync

Follow-up

Delay-Req

Delay-Resp

(t1, t2)

(t1, t2, t3)

(t1, t2, t3, t4)

(t1, t2, t3, t4)

p

p

Fig. 2. Two-way packet exchange for synchronization. A filled circle dot
denotes a timestamp in the event message recorded at its transmission and
reception. The processing time taken at all the nodes is assumed to be p.

To estimate the clock offset, θ, and propagation delay, d, the

PTP as defined in [26], [27] specifies four event messages,

known as Sync, Delay-Req, Pdelay-Req, and Pdelay-Resp,
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within which an accurate hardware timestamp is generated

and recorded at transmission and reception of its respective

messages. As shown in Fig. 2, after exchanging two-way

packets between two PTP nodes D1 and D2, four hardware

timestamps, (t1, t2, t3, t4), are available at D1 and D2. Based

on these four timestamps and when clocks are perfectly

synchronized in frequency and phase, d and θ are respectively

computed as d ≈ ((t4 + t2) − (t3 + t1))/2 and θ ≈
((t3 − t1)− (t4 − t2))/2, where we have assumed that the

forward propagation delay, df , is almost equal to the backward

propagation delay, dr, i.e., df ≈ dr. Applying the same

procedure, D1 can estimate the propagation delay to another

PTP node, D3, which is synchronized to D2 [27]. Thus, when

D1 and D2 are respectively recognized as the PNS and CM,

then the PNS can have knowledge of the propagation delays

for all RRUs connected to this CM. When multiple RXs or

users co-exist in the network, multiple domains are formed.

Each domain is composed of a multi-level hierarchical PTP

and a particular RX or user. Since boundary and transparent

clocks can have multiple PTP ports, each domain has its

own synchronization process without being affected by other

domains. Thus, the employed synchronization procedure can

be extended to the case with multiple RXs or users. Due to the

existing frequency drift and phase offset between the clocks at

D1 and D2, the clock synchronization should be continuously

adjusted to set their values to approximately zero. Note that

two-way synchronization is accomplished via the main and

secondary backhaul connections.

Referring to Figs. 1 and 2, the PNS has a set of prop-

agation delay estimates {d1,k}k=1,...,K over the cluster C1.

For the cluster C2, the PNS can also estimate another set of

propagation delays. Thus, we can assume that a complete set

of propagation delays, {di,k}i=1,2 and k=1,...,K , is available at

the PNS by employing PTP. According to this set, the PNS

computes the propagation delay for the signal that arrives first

at the RX as dref
△
=min({di,k}i=1,2 and k=1,...,K). Then, the

relative propagation delay with respect to dref can be expressed

as:

δdi,k
△
=di,k − dref , for i = 1, 2 and k = 1, . . . ,K. (2)

The multi-level hierarchical PTP allows the PNS to break the

dependency of different dRRUS clusters to the common PNS,

and thus each cluster can adopt dACDD independently from

another cluster.

C. Summary of Distributed CDD

The dCDD scheme was proposed by [14] for distributed

CP-SC transmissions to achieve transmit diversity without

requiring full CSIT. Depending on the block size, Q, of the

transmission symbol, s ∈ C
Q×1, and the cyclic-prefix (CP)

length, NCP, which is set to Nmax, the maximum number

of RRUs that can support ISI-free reception at the RX, is

determined by M = ⌊Q/NCP⌋, where ⌊·⌋ denotes the floor

function.

1) Overpopulated dRRUS: When the ith dRRUS is over-

populated with RRUs, i.e., Ki > M , the CMi needs to select

only M RRUs for dCDD operation. Thus, the RX needs to

feed back the relevant channel information to the CMi via the

PNS. Based on available channel estimates, the RX arranges

all the RRUs from smallest to largest, as follows:

αi,〈1〉‖hi,〈1〉‖
2 ≤ . . . ≤ αi,〈Ki〉‖hi,〈Ki〉‖

2. (3)

According to (3), the RX forms a list specifying the strength

order, that is, Di
△
=(〈1〉, . . . , 〈Ki〉), and then feeds back Di

to the PNS. Using backhaul communications over the main

backhaul bi, CMi can have Di, from which CMi selects

the M RRUs indexed by the last M elements of Di, that

is, RRUi,〈Ki−M+1〉, . . . ,RRUi,〈Ki〉. The remaining Ki −M
RRUs are controlled by CMi to be idle from communications.

For the chosen M RRUs, CMi assigns the CDD delay to

RRUi,〈Ki−M+m〉 as follows:

∆m = (m− 1)NCP, m = 1, . . . ,M. (4)

2) Underpopulated and full-populated dRRUSs: When the

ith dRRUS is either underpopulated or full-populated with

RRUs, i.e., Ki ≤ M , the CMi uses all Ki RRUs for dCDD

operation. Thus, the RX does not need to feed back a list of

the channel strength order, Di. Similar to the overpopulated

dRRUS, CMi assigns the CDD delay to RRUi,k as follows:

∆k = (k − 1)NCP, k = 1, . . . ,Ki. (5)

Due to the simple linear relationship in both (4) and (5),

we consider the linear CDD assignment2. Note that, for

overpopulated, underpopulated, and full-populated dRRUSs,

the PNS can achieve the same diversity gain as that of dMRT

[22], [23] using only partial CSIT. In particular, [23] verified

the achievable diversity gain over non-identical Nakagami-

m fading channel. Since the overpopulated dRRUS is more

realistic in practical problems, we will mainly consider it in

this paper. In summary, for dCDD operation, the PNS needs

to know M , NCP, and Di, which are available at each of the

CMs by main backhaul communications from the PNS.

III. DACDD-JT FOR CP-SC TRANSMISSIONS

In this section, we first describe the received signal at

the RX taking account variations in the propagation delays.

Without loss of generality, we assume that RRUi,1’s signal

arrives first. Since the PNS has propagation delay estimates

for all the nodes, it can compute the distribution of all other

relative propagation delays with respect to the propagation

delay of the RRUi,1’s signal. As an initial interactive process

between the PNS and RX, the PNS transmits dref to the RX

via the main and secondary backhaul links in each cluster.

After the removal of the CP signal and applying post-

processing by d1,1, the RX receives a composite signal from

two clusters, which respectively have K1 and K2 RRUs, given

by (6) provided at the top of the next page. In (6), [·]J1
and [·]J2

respectively represent the composite signals transmitted from

C1 and C2. In (6), PT is the transmission power for single

carrier transmissions, and Hi,〈Ki−M+m〉 ∈ CQ×Q is a right

circulant matrix determined by hi,〈Ki−M+m〉. In addition,

2In contrast to the linear CDD assignment, a random CDD assignment
was proposed by [32]. However, the performance is irrespective of the CDD
assignment only if one CDD delay is exclusively assigned to one RRU [14].
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r =
[∑M

m=1

√
PTα1,〈K1−M+m〉Π1,〈K1−M+m〉H1,〈K1−M+m〉P1,〈K1−M+m〉s

]
J1
+

[∑M

m=1

√
PTα2,〈K2−M+m〉Π2,〈K2−M+m〉H2,〈K2−M+m〉P2,〈K2−M+m〉s

]
J2

+ z. (6)

Πi,〈Ki−M+m〉 ∈ BQ×Q is a right circulant and orthogonal

permutation matrix determined by δdi,〈Ki−M+m〉 ∈ N0. Since

full CSIT is not available in the considered system, the

same PT is assigned to all the RRUs. By shifting down IQ
by δdi,〈Ki−M+m〉 rows, Πi,〈Ki−M+m〉 can be obtained. An

additional set of permutation matrices, {Pi,〈Ki−M+m〉, ∀i,m},

will be defined later. The additive vector noise is denoted

by z ∼ CN(0, σ2
zIQ). For proper operation, we assume that

0 ≤ di,〈Ki−M+m〉 ≤ NCP, so that the relative propagations

are also given by 0 ≤ δdi,〈Ki−M+m〉 ≤ NCP [24], [25].

A. dACDD for JT

Using the properties of the right circulant matrix, (6) can

be rewritten as follows:

r =
∑M

m=1

√
PTα1,m̂1

H1,m̂1
Π1,m̂1

[P1,m̂s]J3
+

∑M

m=1

√
PTα2,m̂2

H2,m̂2
Π2,m̂2

[P2,m̂2
s]J4

+ z (7)

where m̂i
△
=〈Ki−M +m〉. Furthermore, [·]J3

and [·]J4
corre-

spond to local operations respectively performed at RRU1,m̂1

and RRU2,m̂2
. To achieve ISI-free reception at the RX, it is

required that Π1,m̂1
P1,m̂1

and Π2,m̂2
P2,m̂2

are orthogonal

and right circulant matrices [25], and meet either the random

CDD delay assignment or linear CDD delay assignment for

RRUi,m̂i
. Accordingly, we can readily obtain δTi,m̂i

∈ N0

that meets the condition: ∆m̂i
= δdi,m̂i

+ δTi,m̂i
. Thus, for

operation [·]J3
, RRU1,m̂1

assigns δT1,m̂1
as its CDD delay

rather than ∆m̂1
. By circularly shifting down the transmission

symbol s by δT1,m̂1
, [·]J3

can be accomplished. Similar

operation is conducted for [·]J4
. Thus, P1,m̂1

and P2,m̂2
can

be obtained from IQ by circularly shifting down respectively

by δT1,m̂1
and δT2,m̂2

.

The ISI caused by variable propagation delays and multiple

single carrier transmissions can be removed by a series of

circular shifting operations that are respectively performed

by the RRUs, and caused by channel propagation. Thus, we

propose dACDD as a more general version of dCDD allowing

a distribution of different propagation delays over the LPWN.

For practical dACDD operation, the PNS needs to know all the

{di,m̂i
}i=1,2 and m=1,...,M and {δdi,m̂i

}i=1,2 and m=1,...,M .

We assume that this can be achieved using PTP, where the

delays are computed without additional feedback from the

RX, which is the key difference of this paper compared to

[25], which did not consider PTP in LPWNs. Furthermore, in

contrast to the general multiple transmissions, multiple CP-SC

transmissions do not cause any ISI when dACDD is integrated

with JT. Thus, it is not necessary to use multiple orthogonal

channels to avoid ISI. This is one of the unique benefits of

dACDD over [14]. To explain ISI-free processing, we provide

the following example.

1) Example 1: Let us assume that Q = 8, N1,1 = 2,

N1,2 = 3, d1,1 = 1, d1,2 = 3, N2,1 = 4, N2,2 = 3,

d2,1 = 2, d2,2 = 4. Then, we can have NCP = 4,

δd1,1 = 0, δd1,2 = 2, δd2,1 = 1, and δd2,2 = 3, so

that δT1,1 = 0, δT1,2 = 2, δT2,1 = 7, δT2,2 = 1. Based

on these computations, H1,eq
△
=
∑2

m=1 H1,mΠ1,mP1,m and

H2,eq
△
=
∑2

m=1 H2,mΠ2,mP2,m are respectively given by

(8) at the top of the next page. Recall that hi,m(l) de-

notes the lth element of hi,m. Again from the proper-

ties of the right circulant matrix, H1,eq and H2,eq are

respectively determined by the first column vectors, that

is, H1,eq = RC([hT
1,1,0

T
1×2,h

T
1,2,01×1]

T ) and H2,eq =
RC([hT

2,2,h
T
2,1,01×1]

T ). From (8), we can see that channel

elements do not overlap with each other in the equivalent

channel matrices, so that dACDD achieves ISI-free CP-SC

transmissions from a plurality of clusters. That is, each cluster

is independent of transmissions from other clusters. It has

been verified that performance of the system with CP-SC

transmissions is mainly determined by the magnitude of the

first column vector of the equivalent channel matrix [31]. Thus,

another system whose equivalent channel matrix, represented

by H3,eq = RC([hT
2,1,01×1,h

T
2,2, ]

T ), will have the same

performance as the system with H2,eq. From Example 1,

H3,eq can be obtained by applying different CDD delays such

as δT2,1 = 3 and δT2,2 = 5.

IV. SPECTRAL EFFICIENCY AND OUTAGE PROBABILITY OF

DACDD-JT IN MULTI-CLUSTER SYSTEMS

Using the properties of the right circulant matrix, the achiev-

able SNR realized by dACDD-JT in multi-cluster systems can

be derived by the following Theorem 1.

Theorem 1: Based on the proposed multi-cluster-dACDD

(MC-dACDD) scheme in Section III, ISI-free reception can

be achieved at the RX. Thus, the achievable SNR realized by

JT is given by

γJT = ρ
(∑M

m=1
α1,m̂1

‖h1,m̂1
‖2 +

∑M

m=1
α2,m̂2

‖h2,m̂2
‖2
)

= γJT,1 + γJT,2 = ρs/σ
2
z (9)

where ρs = PT

(∑M
m=1 α1,m̂1

‖h1,m̂1
‖2 +

∑M
m=1 α2,m̂2

‖h2,m̂2
‖2
)

and γJT,i
△
=ρ

∑M
m=1 αi,m̂i

‖hi,m̂i
‖2

with ρ
△
=PT /σ

2
z .

Proof: When {h1,m̂1
} and {h2,m̂2

} are independent of

each other, and H1,eq and H2,eq are right circulant, ρs,

realized at the RX, is determined by the summation of their

squared Euclidean norms. This signal power can be achievable

when a MLD is applied at the RX [31]. With the use of MLD,

the matrix multiplication made by two permutation matrices,

Πi,m̂i
and Pi,m̂i

, has no distinctive impact on the achievable

SNR.
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H1,eq =




h1,1(1) 0 h1,2(3) h1,2(2) h1,2(1) 0 0 h1,1(2)
h1,1(2) h1,1(1) 0 h1,2(3) h1,2(2) h1,2(1) 0 0

0 h1,1(2) h1,1(1) 0 h1,2(3) h1,2(2) h1,2(1) 0
0 0 h1,1(2) h1,1(1) 0 h1,2(3) h1,2(2) h1,2(1)

h1,2(1) 0 0 h1,1(2) h1,1(1) 0 h1,2(3) h1,2(2)
h1,2(2) h1,2(1) 0 0 h1,1(2) h1,1(1) 0 h1,2(3)
h1,2(3) h1,2(2) h1,2(1) 0 0 h1,1(2) h1,1(1) 0

0 h1,2(3) h1,2(2) h1,2(1) 0 0 h1,1(2) h1,1(1)




and

H2,eq =




h2,2(1) 0 h2,1(3) h2,1(2) h2,1(1) h2,2(4) h2,2(3) h2,2(2)
h2,2(2) h2,2(1) 0 h2,1(3) h2,1(2) h2,1(1) h2,2(4) h2,2(3)
h2,2(3) h2,2(2) h2,2(1) 0 h2,1(3) h2,1(2) h2,1(1) h2,2(4)
h2,2(4) h2,2(3) h2,2(2) h2,2(1) 0 h2,1(3) h2,1(2) h2,1(1)
h2,1(1) h2,2(4) h2,2(3) h2,2(2) h2,2(1) 0 h2,1(3) h2,1(2)
h2,1(2) h2,1(1) h2,2(4) h2,2(3) h2,2(2) h2,2(1) 0 h2,1(3)
h2,1(3) h2,1(2) h2,1(1) h2,2(4) h2,2(3) h2,2(2) h2,2(1) 0

0 h2,1(3) h2,1(2) h2,1(1) h2,2(4) h2,2(3) h2,2(2) h2,2(1)




. (8)

For overpopulated dRRUS, the CM selects only M RRUs by

referring to the channel strength. Thus, the order statistics are

employed in the expression for the SNR. Based on Theorem

1, we can derive the following corollaries.

Corollary 1: Theorem 1 proves that by compensating dif-

ferent signal arrival times at the RX, the MC-dRRUS allows

JT to achieve the same performance gains as dMRT without

full CSIT at the PNS and CMs.

Furthermore, the following Corollary supports the use of

dACDD-JT over the MC-dRRUS with carrier aggregation [33],

[34].

Corollary 2: When the block size of s is the same, by

combining two or more orthogonal carrier channels3 as an ag-

gregated channel, a higher spectral efficiency can be achieved

due to the efficient use of fragmented spectrum.

Proof: By using a set of one or more non-overlapping

frequency bands, an additional ISI-free JT can be achieved in

the MC-dRRUS. Thus, a greater SNR can be realized at the

RX, which directly increases the spectral efficiency.

Theorem 2: Applying the dACDD-JT scheme, the proposed

MC-dRRUS results in a received SNR, γJT, whose moment

geometric function (MGF) is given by

MγJT
(s) =

∑̂
n1,...,nM

n1 6=...6=nM

∑̃
ñ1,...,ñM

ñ1 6=...6=ñM

∏M

k=1
(M + 1− k)−ek

Γ(ek)
∏M

k=1
(M + 1− k)−ẽkΓ(ẽk)

[∏2M

k=1
(s+Qk)

−Ek
]
J5

(10)

where Qk = [q1, . . . , qM , q̃1, . . . , q̃M ], and Ek =
[e1, . . . , eM , ẽ1, . . . , ẽM ]. Additional terms are defined in Ap-

pendix A.

Proof: See Appendix A.

In general, as either M or Nmax increases, the inverse MGF

(IMGF) based on the partial fraction (PF) could easily diverge,

thus it is necessary to develop a more reliable approximate

expression for [·]J5
.

3Note that three types of realization, that is, continuous intra-band, non-
continuous intra-band, and non-continuous inter-band, can be possible.

Corollary 3: A reliable and approximate expression for [·]J5

is given by

∏2M

k=1
(s+Qk)

−Ek =
∑N1

l=0
δl(bI)

−l(1/bI + s)−Gd−l (11)

where Gd
△
=
∑2M

k=1 Ek, bI
△
=min(1/Q1, . . . , 1/Q2M), and

δl
△
= 1

l

∑l
i=1 iriδl−i with δ0 = 1 and ri =

∑2M
j=1 Ej(1 −

bIQi)
j . In addition, N1 denotes the upper limit summation,

which determines the accuracy of the approximation.

Proof: The approximation is based on the weighted

summation derived in [35].

Corollary 3 provides the MGF expressed by the weighted sum

of N1 + 1 terms, each of which is proportional to (1/bI +
s)−Gd−l. Thus, the following corollary can be immediately

derived.

Corollary 4: The CDF of γJT can be expressed by a finite

number of gamma distributions. Its expression is given by (12)

provided at the top of the next page. In (12), Γ(·) and ΓU (·, ·)
respectively denote complete gamma and incomplete upper-

gamma functions.

It is worthwhile to note that bI , Gd, and N1 are key

parameters in specifying the distributions of γJT. In particular,

N1 determines the approximation accuracy of the distributions

represented by a finite number of gamma distributions. Theo-

rem 2 provides the MGF for two clusters. Thus, for a general

number of ND clusters, the MGF for γJT is proportional to

the following expression

∏NDM

k=1
(s+Qk)

−Ek =
∑N2

l=0
δl(bI)

−l(1/bI + s)−Gd−l (13)

where Gd
△
=
∑NDM

k=1 Ek, bI
△
=min(1/Q1, . . . , 1/QNDM ), and

δl
△
= 1

l

∑l
i=1 iriδl−i with δ0 = 1 and ri =

∑NDM
j=1 Ej(1 −

bIQi)
j . Similar to Qk and Ek for two clusters, the corre-

sponding terms can be derived for ND clusters. To achieve

the same level of an approximation accuracy, it is required that

N2 ≈ NDN1. Thus, according to (13), the distributions of γJT
realized by more than two clusters can be readily derived.
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FγJT
(x) = 1−

∑̂
n1,...,nM

n1 6=...6=nM

∑̃
ñ1,...,ñM

ñ1 6=...6=ñM

∏M

k=1
(M + 1− k)−ekΓ(ek)

∏M

k=1
(M + 1− k)−ẽkΓ(ẽk)

∑N1

l=0
δl(bI)

−l(bI)
Gd+lΓU (Gd + l, x/bI)/Γ(Gd + l). (12)

A. Spectral Efficiency

Based on (9), the spectral efficiency (SE) of JT realized by

dACDD in multi-cluster systems is given by

SE =
1

log(2)

∫ ∞

0

1− FγJT
(x)

1 + x
dx. (14)

Now using distributions of γJT provided by Corollary 4, the

spectral efficiency is derived in the following theorem.

Theorem 3: The achievable spectral efficiency of the

proposed dACDD based JT realized by MC-dRRUS is

given by (15) provided at the top of the next page. In

(15), Gm,n
p,q

(
t
∣∣ a1, ..., an, an+1, ..., ap
b1, ..., bm, bm+1, ..., bq

)
denotes the Meijer G-

function [36, Eq. (9.301)].

Proof: We first express the functions of x in terms

of Meijer G-functions, i.e., (1 + x)−1 = G1,1
1,1(x

∣∣ 0
0
)

and Γu(j, αx) = G2,0
1,2(αx

∣∣ 1
j, 0 ). Next, applying [37, eq.

(2.24.1,2)], we can derive (15).

B. Outage probability

Based on our closed-form expression for the CDF in (12),

the outage probability can be readily obtained. At an outage

SNR, oth, the outage probability is given by

OP = FγJT
(oth). (16)

Theorem 4: When the dRRUS is overpopulated, the

dACDD-JT achieves the asymptotic diversity gain in the high

SNR region as follows:

Gd =
∑K1

j=1
N1,j +

∑K2

j=1
N2,j . (17)

The same asymptotic diversity gain can be achieved for

underpopulated MC-dRRUS.

Proof: See [31] for the diversity gain derivation of

underpopulated dRRUS, whereas see Appendix B for the

overpopulated dRRUS.

Theorem 4 shows that a higher number of non-overlapped

clusters results in a greater diversity gain for JT in proportion

to the number of clusters when the dRRUS clusters do not

cause inter-cluster and intra-cluster ISI at the receiver. In

addition, as the dRRUS is more populated, a greater diversity

gain is achieved. This is a more general result compared to

[14], which verified the diversity gain only for identical fading

channels and clock synchronized RRUs.

V. OUTAGE PROBABILITY WITH UNRELIABLE BACKHAUL

CONNECTIONS

In this section, we assume the practical scenario where the

wireless backhaul connections may be unreliable and suffer

from outages. Based on (7), the composite signal received at

the RX from two clusters can be expressed as

r =
∑K1

k=1

√
PTα1,kI1,kΠ1,kH1,k[P1,ks]L1

+
∑K2

k=1

√
PTα2,kI2,kΠ2,kH2,k[P2,ks]L2

+ z (18)

where Ij,k models the reliability of the kth secondary back-

haul, bj,k, within cluster Cj , via the jth main backhaul, bj .

It is assumed that two clusters are respectively populated by

K1 and K2 RRUs with K1 ≤ M and K2 ≤ M . When the

backhaul reliability is modeled by a Bernoulli process [23],

that is, Pr(bj = 1) = pj , Pr(bj = 0) = 1 − pj and

Pr(bj,k = 1) = pj,k, Pr(bj,k = 0) = 1 − pj,k, then we

can specify a Bernoulli process Ij,k with Pr(Ij,k = 1) =

pjpj,k
△
=Rj,k and Pr(Ij,k = 0) = 1 − Rj,k. In addition, Πj,k

is the permutation matrix specified by the relative propagation

delay δdj,k, which is similarly determined as that of the

over-populated dRRUS. Hi,k is the right circulant matrix

determined by hi,k . To achieve ISI-free reception at the RX,

the permutation matrix, Pj,k, needs to take into account δdj,k
to meet (5), in such a way that ∆k = δdj,k + δTj,k. Then,

Pj,k is determined from IQ by circularly shifting down by

δTj,k ∈ N0. Thus, L1 and L2 correspond to local operations

respectively performed at RRU1,k and RRU2,k. Based on this

proposed local processing, ISI caused by multipath fading

and non-identical propagation delays can be mitigated and

absorbed by dACDD.

Again using the properties of the right circulant matrix,

the achievable SNR realized by dACDD-JT in multi-cluster

systems and the corresponding MGF are respectively derived

by the following Theorem 5 and Theorem 6. Note that both

Theorems jointly take into account unreliable main and sec-

ondary backhaul connections in the LPWN.

Theorem 5: Assuming unreliable main and secondary back-

haul connections, the under-populated MC-dRRUS can still

achieve ISI-free reception at the RX. Thus, the achievable SNR

at the RX is given by

γB,JT = ρ
( K1∑

k=1

I1,kα1,k‖h1,k‖
2 +

K2∑

k=1

I2,kα2,k‖h2,k‖
2
)

= γB,JT,1 + γB,JT,2 = ρB,s/σ
2
z (19)

where γB,JT,i
△
=ρ

∑K2

k=1 Ii,kαi,k‖hi,k‖
2 with ρ

△
=PT /σ

2
z and

ρB,s = PT

(∑K1

k=1 I1,kα1,k‖h1,k‖2+
∑K

k=1 I2,kα2,k‖h2,k‖2
)
.

Proof: The derivation steps are similar to the proof of

Theorem 1.

Theorem 6: Assuming unreliable main and secondary back-

haul connections, the under-populated MC-dRRUS results in
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SE =
1

log(2)

∑̂
n1,...,nM

n1 6=...6=nM

∑̃
ñ1,...,ñM

ñ1 6=...6=ñM

∏M

k=1
(M + 1− k)−ekΓ(ek)

∏M

k=1
(M + 1− k)−ẽkΓ(ẽk)(bI)

Gd

[∑N1

l=0

δl
Γ(Gd + l)

G3,1
2,3

(
1/bI

∣∣ 0, 1
Gd + l, 0, 0

)]
. (15)

an SNR, γB,JT, that is distributed according to the summation

of gamma functions. The MGF is given by

MB,γJT
(s) =

∑
l1

∑
l2

∏K1+K2

j=1
(s+ β̃j)

−ljNj (20)

where
∑

l1

△
=
∑1

l11=0 . . .
∑1

l1K1
=0

∏K1

j=1

(
(1−R1,k)

1−l1j

(R1,j/α̃
N1,j

1,j )l1j
)
,

∑
l2

△
=
∑1

l21=0 . . .
∑1

l2K2
=0

∏K2

j=1

(
(1 −

R2,k)
1−l2j (R2,j/α̃

N2,j

2,j )l2j
)
, β̃j , lj , and Nj

respectively denote the jth elements of β̃ =
[1/α̃1,1, . . . , 1/α̃1,K1

, 1/α̃2,1, . . . , 1/α̃2,K2
]T , l = [l1,1, . . . ,

l1,K1
, l2,1, . . . , l2,K2

]T , and N = [N1,1, . . . , N1,K1
, N2,1, . . . ,

N2,K2
]T . Additional terms specified in (20) are defined in

Appendix C.

Proof: See Appendix C.

A. Outage probability and spectral efficiency

Having applied similar procedures to achieve an accurate

and approximation of the MGF as in Section IV, the outage

probability can be expressed by a finite number of upper

incomplete-gamma distributions at the threshold SNR value

oth that causes an outage as follows:

OPB(oth) = 1−
∑

l1

∑
l2

∑NB,1

l=0
δB,l(bB,I)

GB,d

Γu(GB,d + l, oth/bB,I)/Γ(GB,d + l) (21)

where bB,I
△
=min

(
1

β̃B,1
, . . . , 1

β̃B,K1+K2

)
, GB,d

△
=
∑K1+K2

j=1 Nj ,

NB,1 denotes an upper limit summation, and

δB,l
△
= 1

l

∑l
i=1 iriδl−i with δ0 = 1 and ri =∑K1+K2

j=1 Nj(1− bB,I β̃B,i)
j .

Corollary 5: For unreliable backhaul connections, the

achievable spectral efficiency of the proposed dACDD-JT

scheme in MC-dRRUS is given by

SEB =
1

log(2)

∑
l1

∑
l2
(bB,I)

GB,d

[∑NB,1

l=0

δB,l

Γ(GB,d + l)

G3,1
2,3

(
1/bB,I

∣∣ 0, 1
GB,d + l, 0, 0

)]
. (22)

Proof: The derivation steps are similar to the proof for

Theorem 3.

B. Diversity Gain Analysis

Depending on the noise power, we can distinguish two

operating regions, namely the noise dominant cooperative

region at low SNRs and the backhaul reliability dominant

regions at high SNRs. Specifically, we find that when the SNR

increases, the proposed MC-dRRUS will leave the cooperative

region, and the diversity gain is not achieved.

Corollary 6: In the backhaul reliability dominant region, the

asymptotic outage probability at high SNRs is given by

OPas
B =

∏K1

k=1
(1−R1,k)

∏K2

k=1
(1−R2,k). (23)

Proof: For the kth RRUs, we can compute

MB,k(s) = MB,1,k(s)MB,1,k(s)

=
(
(1−R1,k) + (R1,k/α̃

N1,k

1,k )(s+ 1/α̃1,k)
−N1,k

)
(
(1−R2,k) + (R2,k/α̃

N2,k

2,k )(s+ 1/α̃2,k)
−N2,k

)
.

(24)

As the SNR increases, MB,k(s) is governed by (1−R1,k), that

is, at l1k = 0 and l2k = 0. Thus, MB,k(s)
ρ→∞
≈ = (1−R1,k).

Eventually, MB(s)
ρ→∞
≈ =

∏K1

k=1(1−R1,k)
∏K2

k=1(1−R2,k).

Note that this is a similar observation that was analyzed in

[23]. Different from [23], we observe that in the cooperative

region at low SNRs, a full transmit diversity gain can be

achieved via JT.

VI. SIMULATION RESULTS

In this section, we present simulation results to highlight

the SE and OP performance of our proposed dACDD-JT

scheme for multi-cluster systems. The number of RRUs can

be determined by the number of elements of ≺ a, b, c, d ≻
that specifies its element to the RRU sequentially. Thus, a,

is assigned to RRUj,1, whereas d is assigned to RRUj,4.

In addition, when only one element is specified for Njs,

this means that the same number of multipath elements is

assumed. For link-level simulations, we separately consider

the following two cases:

A. Ideal backhaul connections

We assume the following simulation setup.

1) C1: Six RRUs are placed at ≺
(−1.2, 4.7), (0.7, 4.0), (3.0, 3.0), (−2.5, 2.7), (−3.3, 0.4),
(−3.0, 3.5) ≻. The first cluster master, CM1, is placed

at (0, 2) in a 2-D plane.

2) C2: Four RRUs are placed at ≺
(12.8, 3.3), (7.4, 2.5), (10.0, 4.6), (9.0, 1.7) ≻. The

second cluster master, CM2, is placed at (10.0, 3.0) in a

2-D plane.

3) For CP-SC transmissions, we assume that Q = 32 and

NCP = 8. Thus, the respective CM can support up to

four RRUs for dACDD operation, i.e., M = 4.

4) RX is placed at (3,−3).
5) In all the scenarios, we fix PT = 1 for CP-SC trans-

missions. A fixed path-loss exponent is assumed to be

ǫ = 2.09 [38].
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6) The relative time difference, δTi,m, between the arrival

time of the signal transmitted from RRUi,m with respect

to RRUi,1 is represented as an integer value uniformly

generated between 0 and NCP.

We consider several frequency selective fading channel param-

eters for two clusters depending on the respective number of

RRUs, K1 and K2.

1) X1: N1,j =≺ 2, 3, 4, 2, 3 ≻ and N2,j =≺ 3, 2, 3, 3 ≻, so

that K1 = 5 and K2 = 4.

2) X2: N1,j =≺ 3, 4, 2, 3, 2 ≻ and N2,j =≺ 3, 2, 3, 3 ≻.

3) X3: N1,j =≺ 2, 3, 4, 2, 3, 4 ≻ and N2,j =≺
3, 2, 3, 3, 4 ≻.

4) X4: N1,j =≺ 2, 3, 4 ≻ and N2,j =≺ 3, 2, 3 ≻.

5) X5: N1,j =≺ 3, 4, 5, 3, 4, 5 ≻ and N2,j =≺
5, 4, 5, 5, 5 ≻.

6) X6: N1,j =≺ 3, 4, 5, 3, 4, 5 ≻ and N2,j =≺ 3, 2, 3, 3 ≻.

We denote the analytically derived performance metric by An,

whereas we denote the exact performance metric obtained by

the link-level simulations by Ex in the sequel. Since there is

no existing similar setup, i.e., CP-SC based MC-dACDD with

JT, we mainly focus on the proposed scheme in this paper.

0 5 10 15 20 25 30

0

2

4

6

8

10

12

Fig. 3. Spectral efficiency for various system and channel parameters.

1) Verification of the analytical spectral efficiency: We

first verify the analytically derived spectral efficiency for two

overpopulated dRRUSs. The first dRRUS with X1 assumes that

dACDD supports two RRUs, while five and four RRUs exist

in C1 and C2, respectively. For the second dRRUS with X2,

dACDD supports four RRUs, while five and four RRUs exist in

C1 and C2, respectively. For two overpopulated dRRUSs, Fig.

3 shows the accuracy of our analytically derived approximate

spectral efficiency comparing with the exact spectral efficiency.

This figure also shows that if N1 is not sufficiently large,

an approximation, which is derived by Corollary 3, does not

provide a sufficient accuracy for the spectral efficiency. Thus,

in the sequel, we assume a sufficiently large value for N1 to

ensure an accurate approximation. In general, as either K1, or

K2, or M increases, a larger N1 is required to obtain a very

reliable approximate analytical spectral efficiency.

2) Comparisons of spectral efficiency with respect to a

number of clusters: In this simulation, we assume that M = 4.

For the first four fading channel parameters of X1 − X4 with

C1 and M = 4, we can categorize that

• Underpopulated dRRUS (K1 < M) : X4.

• Overpopulated dRRUS (K1 > M) : X1, X2, and X3.

In contrast, the second dRRUS deployed in C2 is full-

populated with X1, X2, and X4, i.e., K2 = M . When the

dRRUS is either underpopulated or full-populated, the CMs

make full use of RRUs for dACDD operation. In generating
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6
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8
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10

Fig. 4. SE for various over-popularities of dRRUSs with X3.

Fig. 4, we mainly use X3 with various over-popularity of

dRRUSs. From Fig. 4 we can extract the following facts:

• As the dRRUS is populated with more RRUs, a greater

SE can be achieved.

• As the number of clusters increases, a greater SE can be

achieved. However, more tight restriction on the number

of RRUs for dACDD exists due to different frequency

selective fading severity across the deployed clusters.

2 3 4 5 6

3.5

4

4.5

5

5.5

6

Fig. 5. SE for various values of M and different numbers of multipath
components.



10

3) Impact of the number of multipath components and M
on the SE: At a fixed 18 dB SNR, Fig. 5 shows the SE for

various system and channel parameters. For underpopulated

and overpopulated dRRUSs, the impact of M on the SE is

investigated. This figure shows the following observations:

• For a given K1 and K2, as M increases, the dRRUS is

populated with less RRUs. Although the SE increases in

proportion to M , the growth rate of the SE decreases.

• As K1 or K2 increases, the growth rate of the SE

increases. For example, (K1 = 6,K2 = 5) vs. (K1 =
5,K2 = 4).

• As the number of multipath components increases, a

greater SE is achieved. For example, X3 vs. X5.

4) Diversity gain analysis via the outage probability:

For the outage probability analysis, we mainly consider the

overpopulated dRRUS for C1 and the full populated dRRUS

for C2 with M = 4. Due to a large diversity gain, it is hard to

4 6 8 10 12 14
10

-14

10
-12

10
-10

10
-8

10
-6

10
-4

10
-2

10
0

Fig. 6. OP for various values of K1, K2, and different numbers of multipath
components.

measure an approximate slope from the curves of the OP as

either K1 or K2 increases. The following specific observations

can be made from Fig. 6.

• The OP obtained by (16) provides a very reliable OP

although it is approximated by N1 gamma distributions.

• In general, as either K1 or K2 increases, a lower OP can

be obtained. For example, K1 = 6,K2 = 4 vs. K1 =
5,K2 = 4.

Since the closed-form expression for the OP is based on the

computation of the permanents of the matrix, it is necessary

to investigate the diversity gain for a specific pair of njs that

satisfy the condition: nj ∈ N0, with nj ≤ Kj and n1 6= n2 6=
. . . 6= nM . For several sets of njs, Fig. 7 shows the following

facts:

• Comparing with the OP composed by a whole set of njs,

each considered set of njs provides the same slope as the

SNR increases. Thus, this figure shows that the diversity

gain is irrespective of a particular set of njs.

• As was verified by (17), the more multipath components

results in a greater diversity gain. For example, X3 vs.

the case with N1s = {2} and N2s = {2}.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

10
1

Fig. 7. OP in a log− log axis for various pairs for the permanent matrix
computation. nj = {n1, n2, n3, n4} for M = 4 denotes the set of njs
defined in (A.4).

B. Unreliable backhaul connections

We considered the same simulation setup as for ideal

backhaul connections except for the following:

1) For CP-SC transmissions, we assume that Q = 64 and

NCP = 8. Thus, the CMs can support up to eight RRUs

for dCDD operation, i.e., M = 8.

2) Reliability of the main backhauls b1 and b2 is assumed

to be 0.99.

3) Reliability of the secondary backhauls are assumed to

be R1,ks =≺ 0.9, 0.95, 0.94, 0.8 ≻ and R2,ks =≺
0.9, 0.95, 0.94, 0.6≻.

We consider several frequency selective fading channel param-

eters shown below for two clusters depending on the respective

number of RRUs.

1) Y1: N1,j =≺ 2, 3, 4, 2 ≻ and N2,j =≺ 3, 2, 3 ≻, so that

K1 = 4 and K2 = 3.

2) Y2: N1,j =≺ 2, 3, 2, 2 ≻ and N2,j =≺ 3, 2, 3 ≻.

3) Y3: N1,j =≺ 2, 3, 4 ≻ and N2,j =≺ 3, 2, 3 ≻.

4) Y4: N1,j =≺ 2, 3, 4, 3 ≻ and N2,j =≺ 3, 2, 3, 4 ≻.
1) Outage probability analysis: From Fig. 8, we first verify

the analytically derived OPs for various numbers of RRUs and

channel parameters. This figure shows that the analytically

derived OPs match closely with the exact link-level simu-

lations for underpopulated dRRUS. This figure also shows

that if N1,B is sufficiently large, the outage approximation

proposed by (21), reliably approximates the simulation results.

For scenario Y3, we compare the OP of the dRRUS with two

clusters with that of a single cluster. The figure shows that

the use of two clusters results in a lower OP for dCDD-JT in

both the cooperative and backhaul reliability dominant regions

when the reliabilities are similar for the secondary backhaul

connections.

In Fig. 9, we plot the OP in terms of − log10(OPB) to

investigate the impact of backhaul reliability on the asymptotic

OP at high SNRs. We also plot the OP with ideal backhaul

connections and the asymptotic lower bound on the OP. From

Figs. 8 and 9, we can extract the following facts:
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Fig. 8. Outage probability for various system and channel parameters and
unreliable backhaul connections.

Fig. 9. OP for various scenarios and unreliable backhaul connections.

• As the dRRUS is populated with more RRUs, a lower OP

can be achieved when backhaul reliabilities are similar

and the number of multipath components are similar.

• As the number of clusters increases, a lower OP can be

achieved.

• Diversity gain can be observed only in the cooperative

region. As the SNR increases, MC-dRRUS leaves the

cooperative region, so that backhaul reliability tends to

determine the lower bound on the OP.

• When only one cluster exists in the system, the asymp-

totic OP is given by OPas
B =

∏K1

k=1(1 − R1,k). Thus, in

general, for larger number of clusters, a lower bound on

OPas
B is obtained when backhauls are relatively reliable.

At 15 dB SNR, Fig. 10 shows the impact of improving the

reliability of the main backhaul, b1, on the OP. Other backhauls

are assumed to have the same reliability as specified in the

scenarios. This figure shows that the main backhaul exerts a

stronger influence over less populated dRRUSs than on more

populated dRRUSs since the backhaul reliability is the product

0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99
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Fig. 10. Impact of main backhaul reliability on OP.

of the main and secondary backhaul reliability.
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Fig. 11. SE with ideal backhaul and non-ideal backhaul connections.

2) Spectral efficiency: Fig. 11 shows the SE with ideal

backhaul and non-ideal backhaul connections. For scenario Y1,

this figure shows that ideal backhaul connections result in a

greater SE. In addition, as the number of clusters increases,

a greater spectral efficiency can be obtained. Especially, at

15 dB SNR, the use of two clusters for scenario Y1 provides

0.5 bits/s/Hz greater spectral efficiency than a single cluster.

Furthermore, a greater population of each dRRUS results in a

greater spectral efficiency.

VII. CONCLUSIONS

In this paper, we have proposed a multiple cluster-based

transmit diversity scheme for asynchronous joint transmissions

in local and private wireless networks. To relax the require-

ment of full channel state information at the private network

server and deal with different propagation over the paths of the

distributed systems composed of remote radio units, a dACDD

scheme has been developed for multiple clusters deployed in
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the local and private wireless networks. We consider a multi-

level hierarchical PTP to break the dependency of different

dRRUS clusters from a common PNS allowing each dRRUS

cluster to use dACDD independently from another dACDD

cluster. For i.n.i.d. frequency selective fading channels, a

new closed-form expression for the spectral efficiency has

been derived. Its accuracy has been also verified compared

with link-level simulations. By integrating a multiple single

carrier transmission scheme, propagation delay estimation,

and operation at the remote radio units effectively, we have

seen that the proposed multiple cluster-based asynchronous

joint transmissions can achieve the desired spectral efficiency

for various simulations scenarios. We have also shown that

backhaul reliability is a key constraint to maintain the tar-

get performance especially at high SNRs. Due to backhaul

reliability, we have found that the MC-dRRUS displays two

distinctive operating regions, namely, the cooperative region

and the backhaul reliability dominant region. Their existence

has been verified theoretically and numerically. We have

confirmed that careful design of the MC-dRRUS to remain

within the cooperative region, will result in reaping the full

transmit diversity gains of joint transmission without requiring

full channel state information.

APPENDIX A: PROOF OF THEOREM 2

To simplify the notation, let us define xm as

xm
△
=ρα1,〈K1−M+m〉‖h1,〈K1−M+m〉‖

2. Note that the order

statistics are implicitly involved in this definition. We mainly

focus on the derivation of the distribution for γJT,1 in the

sequel. The MGF of γJT,1 can be defined as (A.1) provided

at the top of the next page. In (A.1), Per(AK1,M
max ) denotes

the permanents of the matrix [39] defined as follows:

AK1,M
max

△
=Xc




F1(x1) f1(x1) . . . f1(xM )
F2(x1) f2(x1) . . . f2(xM )

...
...

...
...

FK1
(x1) fK1

(x1) . . . fK1
(xM )

K1 −M︸ ︷︷ ︸ 1︸︷︷︸ 1︸︷︷︸ 1︸︷︷︸




(A.2)

with Xc
△
= 1

(K1−M)! , and

[ a1 a2
i︸︷︷︸ j︸︷︷︸

]
denoting i copies of

a1 and j copies of a2. In addition, Fj(x1) and fj(xi) are

respective defined as follows:

Fj(x1) =
γl(N1,〈K1−M+m〉, 1/ρα1,〈K1−M+m〉x1)

Γ(N1,〈K1−M+m〉)

fj(xi) = (ρα1,〈K1−M+j〉)
−N1,〈K1−M+j〉e−1/ρα1,〈K1−M+j〉xi

(xi)
N1,〈K1−M+j〉−1/Γ(N1,〈K1−M+j〉) (A.3)

where γl(·, ·) denotes the incomplete lower-gamma function.

Thus, [·]J6
can be expressed as:

[·]J6
=

∑K1

n1,...,nM
n1 6=n2 6=...6=nM

∏M

i=1
(bi)

pi(xi)
pi−1e−(s+bi)xi/Γ(pi)

∏K1

i=M+1
γl(pi, bix1)/Γ(pi) (A.4)

where we simplify the notation by defining

pi
△
=N1,〈K1−M+ni〉, and bi

△
=1/ρα1,〈K1−M+ni〉. Next, we

rewrite γ(pi, bix1)/Γ(pi) as follows:

γ(pi, bix1)

Γ(pi)
=

∑
ai,1+ai,2+...+ai,pi+1=1

(
1

ai,1,ai,2,...,ai,pi+1

)

(−1)λi(bi)
p̃ixp̃i

1 e−λibix1/θi

=
∑

sum(ai,pi+1)=1

(
1

ai,pi+1

)
Xix

p̃i

1 e−λibix1 (A.5)

where λi
△
=
∑pi+1

j=2 ai(j), θi
△
=
∏pi

j=2(Γ(j))
ai(j+1),

p̃i
△
=
∑pi+1

j=3 (j − 2)ai(j), and Xi
△
=(−1)λi(bi)

p̃i/θi for ai’s.

Thus, we can evaluate (A.4) as (A.6) provided at the top of

the next page. In (A.6), we have defined AM,1
△
=
∏M

i=1
(bi)

pi

Γ(pi)
.

Now replacing xi with xi =
∑i

j=1 yj , where {y1, . . . , yN}
are the spacing statistics of the order statistics, {x1, . . . , xM},

[·]J7
can be expressed as (A.7). In the derivation of (A.7), the

multinomial and binomial theorems are used in the derivation.

Now using the spacing statistics, {yi} becomes independent,

so that (A.1) is computed as follows:

MγJT,1
(s) =

∑̂
n1,...,nM

n1 6=n2 6=...6=nM

∏M

k=1
(M + 1− k)−ekΓ(ek)

∏M

k=1
(s+ qk)

−ek (A.8)

where
∑̂

n1,...,nM
n1 6=n2 6=...6=nM

is given by (A.9) provided at

the top of the next page. Additional terms are de-

fined as follows: e1
△
=p1 +

∑M
j=2 aj(1) +

∑K1

j=M+1 p̃j ,

ek≥2
△
=
∑M

j=2 aj(k) + 1, q1
△
= 1

M

(∑M
j=1 bj +

∑K1

j=M+1 λjbj
)
,

and qk≥2
△
= 1

M+1−k

(∑M
j=k bj

)
.

With an assumption that M RRUs, out of K2 RRUs, are

selected by CM2, the MGF of γJT,2 is derived as follows:

MγJT,2
(s) =

∑̃
ñ1,...,ñM

ñ1 6=ñ2 6=...6=ñM

∏M

k=1
(M + 1− k)−ẽkΓ(ẽk)

∏M

k=1
(s+ q̃k)

−ẽk (A.10)

where
∑̃

ñ1,...,ñM
ñ1 6=ñ2 6=...6=ñM

is defined by (A.11), provided at

the top of the next two pages. For p̂i
△
=N2,〈K2−M+ñi〉,

b̂i
△
= 1

ρα2,〈K2−M+ñi〉
, AM2

△
=
∏M

i=1 (b̂i)
p̂i/Γ(p̂i),

λ̂i
△
=
∑p̂i+1

j=2 âi(j), θ̂i
△
=
∏p̂i

j=2(Γ(j))
ãi(j+1), ˆ̃pi

△
=
∑p̂i+1

j=3 (j −

2)ãi(j), and X̂i
△
=(−1)λ̂i(b̂i)

ˆ̃pi/θ̂i for ãis. ẽk and q̃k are

defined as those of ek and qk. Since the SNR realized at the

RX is the sum of two RVs, γJT,1 and γJT,2, the MGF is

given by (10).

APPENDIX B: PROOF OF THEOREM 4

For a particular pair of nis, as bM → 0, we compute (A.1)

based on (A.4) as follows:

(bM )pM

Γ(pM )

∫ ∞

xM−1

(xM )PM−1e−(s+bM )xMdxM ≈ (bM )pM (s)−pM

e−(s)xM−1

∑PM−1

lM=0
(s)lM /(lM !)(xM−1)

lM . (B.1)
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MγJT,1
(s) =

∫ ∞

0

∫ ∞

x1

. . .

∫ ∞

xM−2

∫ ∞

xM−1

[
e−s(

∑M
j=1

xj)Per(AK1,M
max )

]
J6
dxM . . . dx2dx1. (A.1)

[·]J6
=

∑
n1,...,nM

n1 6=n2 6=...6=nM

AM,1

∑
sum(aM+1,pM+1+1)=1

. . .
∑

sum(aK1,pK1
+1)=1

(
1

aM+1,pM+1+1

)
. . .

(
1

aK1,pK1
+1

)
(
∏K1

i=M+1
Xi)

[
(x1)

p1+p̃M+1+...+p̃K1
−1e−(s+b1+λM+1bM+1+...+λK1

bK1
)y1(x2)

p2−1e−(s+b2)x2 . . . (xM )pM−1e−(s+bM )xM
]
J7
. (A.6)

[·]J7
=

∑
sum(a2,p2

)=p2−1
. . .

∑
sum(aM,pM

)=pM−1

(
p2−1
a2,p2

)
. . .

(
pM−1
aM,pM

)
(y1)

p1+
∑

M
j=2

aj,1+p̃M+1+...+p̃K1
−1

e−(Ms+
∑M

j=1
bj+

∑K1
j=M+1

λjbj)y1(y2)
∑M

j=2
aj,2e−((M−1)s+

∑K1
j=2

bj)y2 . . . (yM )aM,M e−(s+bM )yM . (A.7)

∑̂
n1,...,nM

n1 6=n2 6=...6=nM

△
=
∑K1

n1,...,nM
n1 6=n2 6=...6=nM

AM1

∑
sum(aM+1,pM+1+1)=1

. . .
∑

sum(aK1,pK1
+1)=1

[∏K1

j=M+1

(
1

aj,pj+1

)]

[∏K1

i=M+1
Xi

]∑
sum(a2,p2

)=p2−1
. . .

∑
sum(aM,pM

)=pM−1

[∏M

j=2

(
pj−1
aj,pj

)]
. (A.9)

Having applied sequential computations, and using an ap-

proximation, limx→0 γl(n, x) = xn

n , (A.4) can be computed

as (B.2) provided at the top of the next page. Thus, at a

given outage SNR, oth, the asymptotic outage probability is

given by (B.3). Note that (B.3) shows that the diversity gain

Gd,C1
=

∑K1

i=1 N1,i can be achieved in the asymptotic high

SNR region independent of a particular pairs of ni.

APPENDIX C: PROOF OF THEOREM 6

To simplify the notation, let us define xk as

xk
△
=ρα1,kI1,k‖h1,k‖2

△
=α̃1,kI1,k‖h1,k‖2. According to a

Bernoulli process, the PDF of xk is given by [23]

fxk
(x) = (1 −R1,k)δ(x)+

R1,ke
−x/α̃1,kxN1,k−1(α̃1,k)

−N1,k

Γ(N1,k)
(C.1)

where δ(x) denotes the Dirac delta function. Based on the

PDF, the MGF is given by

M1,k(s) = (1−R1,k) + (R1,k/α̃
N1,k

1,k )(s+ 1/α̃1,k)
−N1,k

=
∑1

l1k=0
(1 −R1,k)

1−l1k(R1,k/α̃
N1,k

1,k )l1k

(s+ 1/α̃1,k)
−l1kN1,k (C.2)

where the binomial theorem is used in the final expression.

According to (C.2), the MGF of γB,JT,1 is given by (C.3)

provided at the top of the next page. With an assumption that

K2 RRUs are selected by CM2, the MGF of γB,JT,2 is given

by

MB,γJT,2
(s) =

∑
l2

∏K2

j=1
(s+ 1/α̃2,j)

−l2jN2,j . (C.4)

Since the SNR realized at the RX is the sum of two RVs,

γB,JT,1 and γB,JT,2, the MGF is given by MB,γJT
(s) =

MB,γJT,1
(s)MB,γJT,2

(s).

REFERENCES

[1] K. J. Kim, H. Liu, P. L. Yeoh, P. V. Orlik, and H. V. Poor, “Backhaul
reliability analysis on cluster-based transmit diversity schemes in private
networks,” in Proc. IEEE Global Commun. Conf., Taipei, Taiwan, Dec.
2020, pp. 1–6.

[2] K. J. Kim, J. Guo, P. V. Orlik, Y. Nagai, and H. V. Poor, “A cluster-
based transmit diversity scheme for asynchronous joint transmissions in
private networks,” in Proc. IEEE Int. Conf. Commun., Montreal, Canada,
Jun. 2021, pp. 1–6.

[3] J. Mietzner, “A survey of resource management toward 5G radio access
networks,” IEEE Commun. Surveys Tuts., vol. 18, no. 3, pp. 1656–1686,
2016.

[4] H. Li, J. Hajipour, A. Attar, and V. C. M. Leung, “Efficient HetNet
implementation using broadband wireless access with fiber-connected
massively distributed antennas architecture,” IEEE Wireless Commun.,
vol. 18, no. 3, pp. 72–78, Jun. 2011.

[5] J. Park, E. Song, and W. Sung, “Capacity analysis for distributed antenna
systems using cooperative transmission schemes in fading channels,”
IEEE Trans. Wireless Commun., vol. 8, no. 2, pp. 586–592, Feb. 2009.

[6] X. Zhang et al., “Distributed power allocation for coordinated multipoint
transmissions in distributed antenna systems,” IEEE Trans. Wireless

Commun., vol. 12, no. 5, pp. 2281–2291, May 2013.

[7] W. Feng, Y. Wang, N. Ge, J. Lu, and J. Zhang, “Virtual MIMO in
multi-cell distributed antenna systems: Coordinated transmissions with
large-scale CSIT,” IEEE J. Sel. Areas Commun., vol. 31, no. 10, pp.
2067–2081, Oct. 2013.

[8] J. Wu, J. Liu, W. Li, and X. You, “Low-complexity power allocation for
energy efficient maximization in DAS,” IEEE Commun. Lett., vol. 19,
no. 6, pp. 925–928, Jun. 2015.

[9] X. Li, X. Ge, X. Wang, J. Cheng, and V. C. M. Leung, “Energy
efficiency optimization: Joint antenna-subcarrier-power allocation in
OFDM-DASs,” IEEE Trans. Wireless Commun., vol. 15, no. 11, pp.
7470–7483, Nov. 2016.

[10] M.-L. Tham, S. F. Chien, D. W. Holtby, and S. Alimov, “Energy-efficient
power allocation for distributed antenna systems with proportional
fairness,” IEEE Trans. Green Commun. Netw., vol. 1, no. 2, pp. 145–157,
Jun. 2017.

[11] R. Heath, S. Peters, Y. Wang, and J. Zhang, “A current perspective on
distributed antenna systems for the downlink of cellular systems,” IEEE

Commun. Mag., pp. 161–167, Apr. 2013.

[12] V. Nikolopoulos, M. Fiacco, S. Stavrou, and S. R. Saunders, “Nar-
rowband fading analysis of indoor distributed antenna systems,” IEEE

Antennas Wireless Propag. Lett., vol. 2, pp. 89–92, 2003.



14

∑̃
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n̂1 6=ñ2 6=...6=ñM
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sum(ãM+1,pM+1+1)=1

. . .
∑
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