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Positive Invariant Sets for Safe Integrated Vehicle
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Karl Berntorp, Richard Bai, Karl F. Erliksson, Claus Danielson, Avishai Weiss, and Stefano Di Cairano

Abstract—This paper describes a method for real-time in-
tegrated motion planning and control aimed at autonomous
vehicles. Our method leverages feedback control, positive invari-
ant sets, and equilibrium trajectories of the closed-loop system
to produce and track trajectories that are collision-free with
guarantees according to the vehicle model. Our method jointly
steers the vehicle to a target region and controls the velocity while
satisfying constraints associated with future motion of surround-
ing obstacles. We develop a receding-horizon implementation of
the control policy and verify the method in both a simulated road
scenario and an experimental validation using a scaled mobile
robot with car-like dynamics using only onboard sensing. The
results show that our method generates dynamically feasible and
safe (i.e., collision-free) trajectories in real time, and indicate that
the proposed planner is robust to sensing and mapping errors.

I. INTRODUCTION

The introduction of anti-lock braking systems (ABS) and
electronic stability control (ESC) in 1978 and 1995, respec-
tively, were among the first instances of active safety systems
in road vehicles [1], [2]. Several recent advanced driver-
assistance and autonomous features such as lane keeping,
automated lane changes, and fully autonomous driving, need
control algorithms capable of generating and subsequently
tracking time-varying reference trajectories over extended time
periods, achieving obstacle avoidance within the operational
constraints imposed by the vehicle and traffic rules.

A vehicle equipped with autonomous driving features in-
cludes a variety of different sensing and control components.
Fig. 1 provides a high-level schematic for an autonomous
driving system. The sensing and mapping module uses various
sensor information, such as radar, lidar, camera, and global
positioning system (GPS), together with prior map information
to estimate the parts of the environment relevant to the driving
scenario. The motion-planning module is responsible for pro-
ducing a desired trajectory that the vehicle-control subsystem
should follow based on the sensing-module outputs [3], [4].

Trajectory generation is often performed using either
sampling-based methods such as rapidly-exploring random
trees (RRTs) [5]–[10] or graph-search methods [11], [12].
Trajectory tracking is frequently done using classical con-
trol (e.g., PID) or more advanced algorithms (e.g., model-
predictive control (MPC) [13]–[15]). Viewing the trajectory
generation and tracking problems as decoupled, as in Fig. 1, is
appealing because it simplifies the design. This is the dominant
approach in the robotics community [5] and is also frequently
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Fig. 1. A high-level system architecture of an autonomous vehicle. The
different blocks can be interconnected in various ways but the main building
blocks remain the same.

exploited in automotive [3]. However, the time scales, dynam-
ics, and stringent performance and driving requirements that
are present in automotive systems suggests a more integrated
approach to planning and control than in traditional robotics.
In general, it is advantageous to consider planning and control
as interacting components, and an important question is how to
connect motion planning and vehicle control to ensure vehicle
performance and safety [14], [16].

In this paper, we develop a motion-planning and control
method that enables a wide set of maneuvers to be performed
on road networks. Our method constructs partially overlapping
regions in the state space, where the regions are constructed
based on the system dynamics, input constraints, and state
constraints (e.g., obstacles and road boundaries). Each region
is a constraint-admissible positive invariant (PI) set and has
an associated controller, designed together with the region,
that stabilizes the system to the center of the region. We
construct a graph from the regions, where graph edges are
determined from the overlap of the PI sets. Then, a discrete
graph search produces the sequence of nodes that provides the
selection of the time-varying target points and the associated
controllers. The switching of the target points and controllers
according to the overlap in the PI regions provides the actual
vehicle trajectory, which, because of the PI properties, is
guaranteed to; (i) satisfy the closed-loop dynamics of the
system; (ii) satisfy the state and input constraints; and (iii)
be obstacle-free by design. We exploit a receding-horizon
implementation, which provides feedback both in the planning
stage and in the vehicle-control stage: obstacle avoidance
and constraint-satisfaction are accounted for by design and
the state-feedback control compensates for modeling errors
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and provides robustness with a quantifiable margin. There
is no need to perform pointwise collision checking on the
generated trajectory to evaluate its safety, which implies that
the computation of trajectories with the proposed method is
fast, that is, orders of magnitude faster than real time on
a standard laptop. This enables the implementation in auto-
motive grade embedded platforms, which have more limited
capabilities than standard caomputers [17], and the usage in
rapidly changing and reactive scenarios.

A. Previous Work

In [18], we assumed a constant longitudinal velocity over
the planning horizon and we only validated the approach in
simulation. Our work [19] extended [18] to motion planning
with time-varying longitudinal velocities. Similar to [18],
[19], in this paper we formulate the planning and tracking
problem in error coordinates of the vehicle with respect to
the road-aligned coordinate frame. In this way, we reduce
the dimensionality of the graph-search problem to an extent
that computations become suitable for real-time execution. We
extend [19] by providing a much more complete derivation,
a more rigorous motivation for the approach, and an exper-
imental validation showing that our method is capable of
safe motion planning in presence of sensing, estimation, and
modeling uncertainties. The experimental validation is done
using a scaled testbench on a number of different scenarios
representing different driving conditions.

Compared to methods for lane-change maneuvers and over-
taking in automotive based on MPC (e.g., [20]–[22]), and
algorithms connecting MPC and set invariance for obstacle
avoidance in robotic systems (e.g., [23]–[26]), our method
aims at reducing the computational burden to enable real-
time computation even in current, or near future, automotive
microcontrollers, that are significantly less powerful even than
standard computers [17], while still guaranteeing safety under
assumptions that are reasonable in the automotive practice.
The key ingredients to achieve these conflicting objectives are
our construction and usage of the invariant sets, which enable
to move most of the computations offline, while demanding
only lightweight computations at runtime. On the other hand,
methods like MPC must rely on solving constrained opti-
mization problems in real time, which can be computationally
demanding when there are limited computational resources.
For instance, [23] uses ideas from tube-based MPC to keep the
state within invariant tubes by utilizing set of sum-of-squares
(SOS) programming, where the motion-planning problem is
assumed solved by an external motion planner.

Related ideas to our approach have been explored in [9],
[27], that start from trajectories that must be feasible with
respect to differential constraints, i.e., the vehicle dynamics,
in the state and input space. These approaches solve SOS
problems in order to obtain invariant sets around the trajec-
tories, where [27] uses the SOS to minimize the size of the
worst case reachable set due to uncertainty in the dynamics
and bounded disturbances, the so called minimum positive in-
variant. Online, [27] solves quadratically constrained quadratic
programs to guarantee a composition of collision-free funnels.

The approach that we propose in this paper can be seen as the
dual of those in, for example, [9], [27]. Rather than starting
with obstacle free and dynamically feasible trajectories, which
are 1-dimensional manifolds, and then combining them by the
invariant set to become full dimensional sets used to cover the
entire space, we first cover the space by invariant sets, which
are full dimensional sets, and select a sequence of them by
graph search, obtaining a 1-dimensional, dynamically feasible,
and obstacle free trajectory as a consequence.

Alternative methods [28]–[30] assume the existence of an
external trajectory generation module, and use reachability
analysis for verifying whether the trajectory can be safely
executed by the vehicle with respect to obstacles and traffic
rules, while explicitly accounting for the model errors due
to linearization and the uncertainty and external disturbances,
hence accepting/rejecting the trajectory.

A distinction between reachable sets and invariant sets is
that reachable sets are time varying, that is, they indicate
the state reached at a certain time, and as the time changes
the set changes. This may imply the need to compute (and
possibly store) different reachable sets for any different time.
In contrast, invariant sets are immutable over time. Hence,
only computation and storage of one set is enough, which
can be also carried out offline. In fact, [29] reports a ratio
between real-time and computing time on a dedicated laptop
of ν = 1.79 for verifying safety of a previously generated
trajectory (i.e., without accounting for the trajectory generation
time). In contrast, the approach proposed in this paper, in
similar conditions generates safe trajectories with ν > 100,
which allows us to consider reactive scenarios and imple-
mentation on automotive-grade electrical control units (ECUs).
The work in [29] explicitly accounts for linearization errors
and uncertainties, while we rely on the robustness margin
achieved by the controller, for maintaining the PI set invariant
under disturbances, which can be analyzed at design time.

Notation: We denote vectors in lower-case bold font as x,
xj denotes the jth element of x, and x̂ denotes the estimate
of x. Matrices are denoted with with X and Xj denotes the
jth row of X . A set O is PI for the system xk+1 = f(xk) if
∀x ∈ O, f(x) ∈ O. A PI set O is constraint admissible with
respect to the constraint set Y ifO ⊆ Y . If V (x) is a Lyapunov
function for the stable system xk+1 = f(xk), then any level
set O = {x ∈ Rn : V (x) ≤ ρ} is PI since V (f(x)) ≤ V (x),
and we write x0:k = {x0, . . . ,xk}. A graph G = (V, E) is
defined by a set of vertices V and a list of edges E ⊂ V × V .
Two vertices i, j ∈ V are adjacent if (i, j) ∈ E . A path is
a sequence of adjacent vertices. Two vertices i, j ∈ E are
connected if there exists a path connecting them.

Outline: Sec. II presents the vehicle model, system con-
straints, and problem definition. Sec. III describes our pro-
posed approach, which is followed by a simulation study in
Sec. IV. Sec. VI contains an experimental evaluation. Finally,
Sec. VII concludes the paper.

II. MODELING AND PROBLEM STATEMENT

We refer to the automated vehicle as the ego vehicle (EV),
whereas other moving entities in the region of interest (ROI)
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of the EV are denoted by other vehicles (OV). The OVs can be
autonomous or manual. The modeling of the EV is in the local
error coordinates with respect to a road-aligned frame (Fig. 2),
with the origin at the start of each planning step fixed to the
road center. We introduce the following assumptions.

Assumption 1: Positions and velocities of the OVs relative
to the EV at the beginning of the planning phase are known.

In practice, Assumption 1 can be satisfied by measuring or
estimating OV positions and velocities using onboard sensors,
such as cameras, lidars, radars, and/or ultrasound sensors, or
even vehicle-to-vehicle communication of GNSS data. Such
an estimator may also provide an estimate of the uncertainty
that could be used in the algorithm. The future states of the
OVs over the planning horizon are not assumed to be known a
priori but are estimated by a prediction module, see Sec. II-B.
If present, the estimate of the uncertainty can be used in the
traffic prediction. Sec. VI provides an experimental evaluation
of how the method performs when Assumption 1 is violated.

Assumption 2: The road geometry, number of lanes, and the
direction of travel in each lane is known.

Assumption 2 is usually satisfied by determining the in-
volved quantities over the ROI by maps and onboard cam-
eras. For instance, the lane markers can be determined by
onboard cameras, as is already done today in some high-end
production vehicles. This can also be complemented with map
information, for example, from a car-navigation system that
provides static road information such as the number of lanes
and direction of travel.

A. Vehicle Model

We introduce an assumption on the driving behavior.
Assumption 3: The planner performs highway or urban

driving with speeds large enough such that nonlinear effects
from the powertrain are negligible, with steering action small
enough that the nonlinear part of the tire-force curve is
not excited, and with accelerations smooth enough that the
longitudinal slip is negligible. Aggressive maneuvers, such
as emergency braking and evasive steering, are handled by
a separate control system.

Due to Assumption 3, the lateral dynamics are well repre-
sented by a planar single-track model with lumped right and
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Fig. 3. A schematics of the single-track model and related notation.

left wheels on each axle, see Fig. 3, where the lateral tire
forces are well approximated by the linear functions

Fy,f ≈ Cfαf , Fy,r ≈ Crαr, (1)

where f, r stand for front and rear, respectively, and Cf , Cr
are the front and rear lateral tire stiffness coefficients. The slip
angles αf , αr can be approximated as [31]

αf ≈ δ −
vy + lf ψ̇

vx
, αr ≈

lrψ̇ − vy
vx

, (2)

where δ is the steering angle of the front wheel (a control
input), vx and vy are the longitudinal and lateral velocity of
the vehicle, respectively, ψ̇ is the yaw rate, and lf , lr are the
distances between the mass center and the front and rear wheel
base, respectively. We introduce the lateral dynamics state

xlat =
[
ey ėy eψ ėψ

]T
, (3)

where ey and eψ = ψ − ψd denote the lateral position and
vehicle orientation, respectively, in the road-aligned frame, and
ψd is the angle of the tangent of the road with respect to the
inertial frame, as defined in Fig. 2.

Using (1), (2), the model of the lateral dynamics in the error
coordinates (3) can be written as the linear model [32], [33]

ẋlat = Aexlat +Beδ +Deψ̇d. (4)

From Assumption 3, the effect of the longitudinal slip
on the tire force is negligible compared to the actuation
system. Similar to standard cruise control modules, we model
the response of the longitudinal acceleration v̇x due to the
commanded acceleration ua as a first-order system from input
torque τ to acceleration with time constant Tc, which gives
the longitudinal dynamics

ėx = vx − vx,nom, (5a)

v̇x = −Tc
m
vx + Tcua, (5b)

where ex is the longitudinal position in the road-aligned
coordinate frame, with respect to a nominal reference path
with nominal velocity vx,nom, m is the vehicle mass, and ua
is the control input. The desired velocity vx,nom is assumed
constant over the planning horizon but vx is allowed to vary.

The combined continuous-time nonlinear lateral and lon-
gitudinal dynamics are described by (4) and (5), with input
vector u = [δ ua]T. Next, we convert the continuous-time
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dynamics to discrete time with sampling period ∆t, which
results in the system

xlat,k+1 = A(vx,k)xlat,k + bδk + d(vx,k)dk, (6a)
xlon,k+1 = Fxlon,k + gua,k + h(vx,k)wk, (6b)
ylat,k = Cxlat,k, (6c)
ylon,k = Exlon,k, (6d)

where xlon = [ex vx]T, k is the time index corresponding
to sampling instant tk, d = ψ̇d is the disturbance term on
the lateral dynamics, and w = vx,nom is the nominal velocity
that the vehicle should track. The output equations (6c) and
(6d) model the vehicle position and velocity for which the
trajectory is planned, and subsequently tracked, where ylat,k
is the output vector for the lateral dynamics (6a) and ylon,k is
the output vector for the longitudinal model (6b).

As standard in discrete-time control [34], the sampling
period ∆t is chosen such that the discrete-time model (6)
captures the relevant frequencies of the continuous-time dy-
namics. In addition, in this paper we ensure safety pointwise
in time at sampling instants in terms of both vehicle constraint
satisfaction and obstacle avoidance. Thus, ∆t must be chosen
such that no relevant constraint violation or collision may
occur during the intersampling without appearing also at a
sampling instant.

Remark 1: The term ψ̇d acts as a first-order disturbance
on the vehicle dynamics and arises because we model the
vehicle motion in the noninertial road-aligned frame. Similar
to [21], [32], [33], we ignore higher-order effects. We consider
maneuvers with moderate steering and velocity changes over
the planning horizon, for which this approximation has been
assessed as reasonable. For high-performance maneuvering,
such as during emergency collision avoidance, higher-order
terms may be needed [35]. Note that ψ̇d is not considered
known, but estimated during driving as discussed in Sec. III-D.

B. System Constraints

To ensure that the motion planner produces trajectories
that satisfy vehicle limitations and traffic rules, including
obstacle avoidance and driving on the road, we impose various
constraints on the vehicle states and inputs. The input vector
is subject to symmetric constraints

−δmax ≤ δk ≤ δmax, (7a)
−ax,max ≤ ua,k ≤ ax,max, (7b)

which can be expressed as

U = {uk : umin ≤ uk ≤ umax}. (8)

Constraint (8) is determined by the physical limitations of
the vehicle, and for ensuring that the assumptions made for
deriving (4) hold, or determined as a tradeoff between the
allowed level of aggressiveness and driving comfort.

The output yk = [ylat,k ylon,k]T is constrained as yk ∈
Yk ∈ Rm, where the output set Yk in general can be time-
varying and is determined from different constraints. The road
boundaries in the road-aligned frame impose constraints

−ey,max ≤ ey,k ≤ ey,max (9)

on the lateral position of the EV. The term ψ̇d associated with
the curvature of the road in the global frame, together with
bounds on the allowed lateral accelerations, gives

ėψ,min ≤ ėψ,k ≤ ėψ,max. (10)

Limitations on local lateral velocity error can also be set,

ėy,min ≤ ėy,k ≤ ėy,max. (11)

The constraints (9)–(11) can compactly be written as

Yk = {yk : Hkyk ≤ kk} (12)

for appropriately defined Hk and kk. In this paper, (12) only
refers to the lateral dynamics, since the longitudinal dynamics
(6b) are completely governed by the input constraint (8) and
the nominal velocity vx,nom, which is a known parameter, as
will be described in detail in Sec. III. The velocity is a setpoint
and the overshoot when converging to the setpoint can be
adjusted by tuning the controller response to the dynamics (5).
In general (12) can be time varying. However, this increases
the computational burden since the computation of the regions
for the planner depends on (12) and will need to be adjusted
in real time. In this paper (12) is time invariant since we use
a feedforward term in the controller to cancel the effects of
the curvature. Hence, (12) can be determined offline.

The spatial extent of the collision area of the EV around
the jth OV is denoted with Bj . This area may depend on the
geometry of the EV and may include additional safety margins
as commonly done in robotics applications. The longitudinal
and lateral position and velocity of each OV relative to the
EV are included in the state vector xOV and add further time-
varying constraints on the outputs of the EV. We define the jth
obstacle set at time step k as D(x̂jOV,k,Bj), which is a function
of the predicted OV state vector and the spatial extent. In this
way we can also model both deterministic and probabilistic
(i.e., uncertain) regions for the OV spatial extent. Denote the
planning horizon with Np. Then, the predicted set of the jth
obstacle for each k ∈ [0, Np] is

Sjk = D(x̂jOV,k,B
j). (13)

The motion-planning method proposed in this paper is com-
patible with various obstacle-prediction and threat-assessment
methods proposed in literature [36]. The collision-avoidance
area at time index k is the union of all OV trajectory sets (13),

Sk =

M⋃
j=1

Sjk. (14)

The set (13) can be probabilistic, such as an uncertainty
region computed with statistical methods [37]. A trajectory
is collision free as long as the PI sets associated with the
trajectory do not intersect (13).

C. Problem Statement

The objective of the integrated motion-planning and vehicle
control approach developed in this paper is to generate an
input trajectory uk ∈ U over the planning horizon Np, k ∈
[0, Np], such that the resulting trajectory obtained from (6)
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satisfies the constraints (12) and avoids the obstacle set (14)
pointwise in time, for all k ∈ [0, Np], and reaches a given goal
region Xgoal, that is, xNp ∈ Xgoal.

The goal region Xgoal is not required for the operation of the
method and may be redundant in scenarios such as highway
driving. In fact, if no viable path exists to Xgoal, the algorithm
will still ensure safety while moving as close as possible, in a
specific metric, to it. The goal region may be useful to make
sure that the vehicle obeys traffic rules, such as stopping at an
intersection or switching lane in preparation for a turn.

III. SAFE MOTION PLANNING USING POSITIVE
INVARIANT SETS

In this section we describe our method for solving the
integrated motion-planning and vehicle-control problem. Our
focus is safe real-time motion planning when computing
resources are limited, as it happens in embedded computing
platform for automotive applications [17]. This implies that the
main objective is to quickly find smooth, drivable trajectories
that avoid collision, rather than searching for the optimal one.

The main idea of the method is that we determine regions
on the road where it is safe to travel, each region being
associated with the controller that renders it invariant for the
vehicle dynamics and enforces the vehicle constraints. Then,
we construct a graph by determining, through the overlap of
the regions, from which region we can safely move to which
other region without collision and while satisfying vehicle
dynamics and constraints. Finally, we compute the trajectory
to navigate the road by graph search to find a safe path through
the regions. This also determines the sequence of tracking
controllers that generates the closed-loop trajectories.

A. Feedback Control Design

In our preliminary work [18] we generated paths by con-
necting equilibrium points that correspond to lateral positions
on the road, where each equilibrium was associated with an
invariant set. However, to allow variable velocity we must
include velocity information into the equilibria.

We formulate the path-planning problem as a graph-search
problem over the graph G = (V, E) of vertices V and edges E
incorporating the closed-loop dynamics. The planning horizon
Np is constructed with sampling period Ts, where Ts = `∆t is
a multiple of the sampling period ∆t for some ` ∈ N. At each
time step k ∈ [0, Np] in the planning phase we define a set
of R candidate equilibrium references in longitudinal velocity
and lateral position as

R = {rjk}
R
j=1 ⊂ R2, (15)

where each equilibrium reference point

rjk =
[
vjx,nom rjy,k

]T
(16)

is modeled in the local vehicle frame relative to the position
and velocity at the beginning of the planning phase. Due to
the sampling period ∆t of the vehicle dynamics, the nominal
longitudinal relative position reference rx,k is also defined.
The set of lateral reference points {riy}

ny

i=1 define a grid on the

road and includes the middle of each lane. For each candidate
nominal velocity vjx,nom in the set {vjx,nom}

nv
j=1 the relative

motion of the OVs to the EV will be different. Consequently,
as long as at least one of the velocities in the set {vjx,nom}

nv
j=1

leads to a feasible trajectory, by checking for feasibility in
the set of candidate reference velocities, the graph search will
eventually find a collision-free closed-loop trajectory for a
given reference velocity vjx,nom. The number of reference paths
in (15) is R = nynv and constitute reference paths over the
entire planning horizon Np.

The motion planner integrates trajectory generation and
trajectory tracking by exploiting state-feedback controllers
for both longitudinal and lateral motion. The longitudinal
dynamics (6b) are linear, and we want to track the nominal
velocity vnom. We design a state-feedback controller

ua,k = −κT
xxlon,k (17)

where κx is the feedback gain. The lateral dynamics (6a) are
nonlinear in vx. We linearize (6a) about the nominal reference
velocity vjx,nom, which gives a locally linear model

x̃lat,k+1 = Ãx̃lat,k + bδk + d̃dk. (18)

We use a local state-feedback controller with integral action
[34] by adding εy,k = εy,k−1+∆tey and augmenting the state
vector as x̄lat = [x̃T

lat εy]T. With such an augmentation, the
reference setpoint vector becomes

riy =
[
0 riy 0 0 0

]T
, (19)

which results in the controller

δk = −κT
y (ry − x̄lat,k) + δffk (20)

for the augmented system. The feedforward term
δffk = −bd−†dk, where † is the pseudo-inverse, corrects
for the disturbance dk due to the curvature of the road.
The feedback gain κx globally asymptotically stabilizes
vx,nom and κy locally stabilizes the lateral reference point
(16). Model (18) is usually linearized for multiple reference
velocities, for which a different state feedback controller is
designed. Hence, the bound on the linearization errors is
determined by the number of nominal velocities nv , which is
a design parameter whose effect can be analyzed offline.

B. Offline Graph Construction
To know which reference points are safe to connect, and

hence how to determine a safe path between reference points
when accounting for the closed-loop dynamics, we us PI sets.
We construct a family of PI sets {Oi}no

i=1 ⊆ R5 of states x̄lat ∈
R5 for different nominal velocities vjx,nom. Each PI set Oi is a
sublevel set of the quadratic Lyapunov function V (x̄lat − riy)
associated with (6a) in closed-loop with the controller κy .
The PI sets guarantee that the closed-loop trajectory locally
satisfies constraints (7a) and (12). The ith PI set is

Oi = {x̄lat ∈ R5 : (x̄lat − riy)TP (x̄lat − riy) ≤ ρi}, (21)

where P is a symmetric positive definite matrix associated
with the Lyapunov function V (·) [38]. Although each refer-
ence equilibrium point riy has an associated PI set Oi, storage-
wise typically no 6= ny since the scale factor ρi is the same
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for multiple invariant sets. This means that the same invariant
set Oi can be used, in a shifted form, for multiple reference
points, which reduces memory requirements. Since V (·) is a
Lyapunov function associated with the feedback gain κy , any
state trajectory that is initially inside Oi will remain inside
Oi for all k > 0 if riy is unchanged. The scale factor ρi is
determined as the largest value such that Oi does not violate
the input constraints (7a) and the static output constraints
(12). Determining ρi is in general a nonconvex optimization
problem. However, for our system (6a) and constraints (8),
(12), the problem has the closed-form solution [38]

ρi = minj

{
δmax − δffk
‖κT

yP
−1/2‖

,
ey,max − riy
‖CP−1/2‖

}
. (22)

Each vertex v ∈ V of the graph for each nominal ve-
locity vjx,nom includes the lateral equilibrium point riy , the
state-feedback controller κy that stabilizes the equilibrium
point, and the safe set Oi associated with the state-feedback
controller. The edges E indicate which of the setpoints are
connected by safe trajectories. An equilibrium point ry,i with
PI set Oi is connected to ry,j with PI set Oj in ` time steps
(i.e., in one planning step) if Oi is contained in Ō`j [39],

Oi ⊆ Ō`j , (23)

where

Ō`j = {x̄lat ∈ R5 : (x̄lat − rjy)TP̄ (x̄lat − rjy) ≤ ρj}, (24)

where P̄ = (Ā`)TPĀ`, Ā = Ã − bκy . Evaluating (23)
exactly requires solving a nonconvex quadratically-constrained
quadratic program. However, a sufficient condition for (23) to
hold is

(riy − rjy)TP̄ (riy − rjy) ≤ ρj − ρi
∥∥P−1/2ĀP 1/2

∥∥
F
, (25)

where ‖·‖F denotes the Frobenius norm. Checking for con-
nectivity using (25) is simple but it may be conservative. An
alternative is to check

(riy−rjy)TP (riy−rjy) ≤
√
ρj −

√
ρi
∥∥P−1/2ĀP 1/2

∥∥
2∥∥P−1/2ĀP 1/2

∥∥
2

, (26)

which is typically less conservative than (25) since
‖P−1/2ĀP 1/2‖2 ≤ ‖P−1/2ĀP 1/2‖F and the division of
the right-hand side in (26) with ‖P−1/2ĀP 1/2‖2 < 1 .

With all edges between the vertices determined, we con-
struct a weighted adjacency matrix M i for each reference ve-
locity vix,nom between all vertices in V . A connection between
two vertices is indicated by setting the edge weight wij to the
cost of moving along the edge (i, j). Edges corresponding to
transitions between the middle of either of the lanes may have
a low cost, whereas transitions close to the road boundaries
may have larger cost. The edge weights of the connectivity
graph G can be used as design parameters to ensure that the
motion planner follows a desirable driving behavior. Ramp-
like cost landscapes are constructed around OVs to make the
predefined safety margins soft. This encourages the EV to stay
further away from the obstacles but does not force the EV to
drastically reduce its speed if the EV cannot turn as fast as
the motion planner suggests.

k = 0 k = 1 k = 2

r1y

r2y

r3y

Fig. 4. An example of a small graph of three vertices (filled circles) and
edges (arrows) that connect the vertices over the three time steps. The graph
corresponds to the adjacency matrix in Fig. 5.

r1y,0 r2y,0 r3y,0 r1y,1 r2y,1 r3y,1 r1y,2 r2y,2 r3y,2



w11 w12 r1y,0

w21 w22 w23 ∞ r2y,0

w32 w33 r3y,0

w11 w12 r1y,1

w21 w22 w23 r2y,1

∞ w32 w33 r3y,1

r1y,2

r2y,2

r3y,2

Fig. 5. The adjacency matrix corresponding to the graph in Fig. 4.

Because of time-causality and size limitations of the PI
sets, the adjacency matrices M i will be upper-block diagonal
and extremely sparse. Fig. 4 shows an example graph for the
case of three lateral reference points {riy}3i=1 and a planning
horizon Np = 2. In this example, the vertices are connected
with edges to the neighboring vertices. For instance, when
driving in the middle of the road it is possible to move both
to the left and right. However, from the outer vertices, it is
only possible to switch to the closest reference point, which
implies that it would take two time steps to change lane. If two
vertices are not connected, the corresponding edge weight in
the adjacency matrix is set to∞. Fig. 5 displays the adjacency
matrix M corresponding to the graph in Fig. 4.

In the graph construction we have a set of nominal velocities
around which different linearization models are computed, and
the PI sets will be different for the different nominal velocities.
Indeed, due to linearization, there may be differences between
the expected trajectory according to the linearized model (18)
and the actual vehicle trajectory according to (6a). However,
such errors will only be practically visible in the transient
phase when we switch between nominal velocities, which only
happens at the beginning of a planning phase.

In this regards, an advantage of the proposed method that
exploits feedback and uses as PI sets the sublevel sets of
local quadratic Lyapunov functions is that along the nominal
trajectory the Lyapunov function decreases as ∆V (x̄lat) =
−(x̄lat − riy)TQ(x̄lat − riy), where Q is positive definite.
In nonnominal conditions, each sublevel set of V is still PI
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as long as ∆V (x̄lat) ≤ 0. Thus, invariance of Oi for the
original system (6a) is still guaranteed as long as the error
on the Lyapunov function ∆V (x̄lat) due to model errors
or other disturbances satisfies ∆V (x̄lat) < x̄TlatQx̄lat. This
condition is actually only needed to ensure both safety and
convergence, while if only safety is the concern, the condition
is ∆V (x̄lat) ≤ (x̄lat − riy)TQ(x̄lat − riy) + (ρ − V (x̄lat)).
These conditions can be used to determine the allowed model
error and from this, the set of nominal velocities {vjx,nom}

nv
j=1.

The size of the invariant sets will change with the velocity
setpoint we linearize around to get the linear model (18).
Therefore, depending on the range of reference velocities
being used, several lateral controllers may need to be designed
to ensure that stability and connectivity is maintained, which
in the worst case gives nv different adjacency matrices, one
for each velocity setpoint. In practice, we design a lateral
controller for a subset of the range of velocities such that
connectivity and stability in this subset is guaranteed in a
similar fashion as for the lateral setpoints within each velocity
(see (24)). This reduces the amount of adjacency matrices to
be stored in the, usually limited, computing platform.

In the adjacency matrix M we can encode a minimum
length of the planning horizon [39]. The nominal planning
horizon is Np steps long, but it may be possible to reach a
target region Xgoal in fewer steps, and due to the stage costs
associated with traversing the nodes, the graph search will
favor solutions that involve fewer steps. As short solutions may
be overly aggressive for passengers, we encode in M that the
path must be at least Nm steps long, where 0 < Nm ≤ Np.

Remark 2: Quantification of the disturbances and modeling
errors that can be tolerated by the proposed approach can
be performed in several ways. The maximum 2-norm of the
additive disturbance as percentage of the current state that
can be tolerated is determined by the maximum ρ > 0 such
that (Āz + w)TP (Āz + w) − zPz ≤ −εzTz, for all
vectors w such that wTw ≤ ρ2zTz, where z = x̄lat − riy
and ε > 0 is arbitrarily small, which is solved by a linear
matrix inclusion (LMI) [40, (5.10)–(5.14), adapted to discrete-
time]. Relating this to parameter errors is straightforward
and as a consequence, one can tune the control design (and
therefore the invariant sets) to be more or less conservative.
For safety to be preserved, by Nagumo’s Theorem [41] it
is sufficient for this to hold at the border of the invariant
set, that is, for all x̄lat such that zTP̄ z = ρ, although
to account for discrete-time behavior, a “strip” around the
border is more appropriate. For the design used to obtain
the simulation results in Sec. IV, ρ > 9.5%. In addition, for
range uncertainty on the parameters, quantification amounts
to feasibility checking of (Āw)TPĀw − P ≤ −εI , for all
w ∈ W , where W is the range uncertainty on the parameters,
which again can be solved via LMI after reformulation as a
polytopic difference inclusion [40, (5.8), adapted to discrete-
time].

Remark 3: In this paper we use PI sets for guaranteeing
safety, relying on the robustness margin due to Lyapunov
function and the related feedback against modeling errors and
possible uncertainties, as discussed above. Alternatively, one
may use robust PI sets (RPI) that explicitly account for additive

or multiplicative disturbances during set construction, based
on (nontrivial) uncertainty quantification. Given that the errors
stemming from model uncertainty and linearization tend to be
multiplicative (e.g., trigonometric expressions of the rotation,
linear gain of stiffness, and coefficients due to velocity errors)
one could compute robust feedback gains and corresponding
RPI sets for a difference inclusion akin to [42]. In this paper
we use PI sets since, for the application at hand, the robustness
from the Lyapunov function and related feedback appears
sufficient to compensate for modeling errors and uncertainties.

C. Obstacle Avoidance and Online Graph Search

The connectivity test between equilibrium points (25) is
done offline and in absence of any OV. While it is possible
to change online the size of ρi and ρj in (21) and (24),
respectively, depending on the obstacle constraints Sk, the
computational cost tends to be too high for real-time high-
frequency implementation on an embedded platform for auto-
motive applications. Instead, we exploit again the properties
of the PI sets for reducing the computation as follows. During
runtime, we check for intersection of the PI sets with the
obstacle set (14). If

Oi
⋂
Sk 6= ∅, (27)

the equilibrium point ri for Oi is marked as unsafe and the
corresponding vertex (i, k) is eliminated from the graph.

We employ Dijkstra’s algorithm for the graph search in our
simulations and experiments. We search through the set of
connectivity graphs M , according to the preferred velocity
order, until we find a feasible reference path. If there exists
no path to the goal region, we modify the goal region so
that its associated node is reachable. One approach is to
execute Dijkstra’s algorithm with the current node as the goal
and “reverted edges” to determine which nodes are currently
reachable, and then to select as modified goal the node that
has the least distance to the original goal node for the graph
that does not consider the obstacles.

When the graph search is completed and the reference path
has been found, this path is submitted to the controllers (17),
(20) for execution and subsequent real-time tracking. The pre-
ferred velocity can be adjusted during runtime. For instance,
on highway driving it is reasonable to start with the speed limit
and then try different velocities in decreasing order. However,
when stopping at an intersection the preferred velocity is zero,
possibly with a transition phase through intermediate velocities
to ensure safe deceleration of the vehicle.

D. Implementation Aspects

The vehicle model (4) assumes knowledge of the distur-
bance ψ̇d, which has to be estimated. The disturbance can be
written as

ψ̇d(t) = vxc(t), (28)

where c(t) is the road curvature, which is an unknown function
of time. However, it is possible to point-wise estimate the
curvature given data points of either the road boundary or the
lane markers, or from a map.
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Due to sensor errors and unpredicted changes in the envi-
ronment, especially at long distances, the computed steering
inputs and corresponding trajectory are implemented as a
receding horizon strategy. The computed trajectory is Np steps
long but is only applied for a portion Nc of the whole plan.
This ensures that feedback is not only imposed during the
trajectory tracking but also in the planning stage.

To account for modeling errors, assumptions not strictly
holding in practical cases, and estimation errors of the OVs
relative to the EV not captured by the constraint set (13), we
introduce an additional safety time of Ns time steps for the
longitudinal uncertainties and a lateral safety margin w for
uncertainties in the lateral direction.

The parameters, nr and Ts that indicate the number of
setpoints and the sampling-period in the planner, respectively,
are tightly connected. A small Ts means that a large number
of setpoints nr is needed, since the switching of the reference
points is made with respect to Ts. Instead, the obstacle
avoidance is guaranteed at sampling instants seperated by ∆t.
Thus, other than by classical factors such as capturing relevant
frequencies, sensor update rates, and available computing
power, ∆t is selected by considering that no relevant event
may occur during the intersampling which is not visible at
some sampling instant.

The number of lateral reference points riy is a tuning pa-
rameter that can be used to determine the number of switches
and connectivity of the search graph. Increasing the number
of reference points results in a larger graph and therefore a
larger computational cost, but it also improves connectivity
in the graph. Furthermore, a large number of reference points
makes it possible to design smaller PI sets. In the offline phase
this reduces connectivity since there is less overlap between
the PI sets. On the other hand, in the online collision checking
this can result in fewer nodes being eliminated from the graph
search, thereby effectively increasing connectivity.

The motion planner updates the motion plan with an
allocated computation time. Hence, the delay will cause a
mismatch between the EV position at the start of the planning
phase and the actual position of the EV when it receives
the motion plan. To account for this mismatch, we use a
delay compensator that predicts the EV position for the
allocated computational time. To generate the trajectory from
the determined path, we switch setpoints to the controller and
subsequently generate the trajectory by forward simulation of
the closed-loop dynamics between the time instants of the
switching. This gives the state trajectory xt+1, . . . ,xt+Np

.

E. Algorithm Summary

The proposed algorithm is summarized in Algorithm 1. The
algorithm assumes a state estimate x̂0 of the ego vehicle and
the M OVs ({x̂ov,0}Mj=1 at the time instant corresponding
to the beginning of the planning phase. If there exists no
path to Xgoal, this is detected at Line 7, and the goal is
modified as previously discussed. Most of the computations
are done offline. Online, the most demanding task is to perform
the prediction of obstacles (Line 4) and the intersection test
(Line 5). Line 5 scales linearly with the number of obstacles

and the collision checks are quadratic in the output dimension.
Note that the collision checks are performed only on the graph
nodes to remove edges from the graph, and not on every
point of the vehicle trajectories, to evaluate its safety, since
safety is guaranteed by the PI sets. The graph search (Line 7)
is computationally fast, since the graph matrix M is upper
block-diagonal (due to causality) and sparse, and the causality
decreases the complexity for solving Dijkstra’s algorithm from
O(|E| + |V| log(|V|)) to O(|E| + |V|). Furthermore, applying
standard state-feedback control (Line 14) is computationally
inexpensive. The total computational cost depends on the
number of obstacles in the region of interest and how many
reference velocities (i.e., graphs) the method needs to traverse
before finding a solution.

Algorithm 1 Proposed method
Offline: Compute Oi using (21), (22) ∀i ∈ [1, . . . , nr]
for different velocity setpoints and construct adjacency
matrices M as needed by determining (23) using (25).

1: Input: x̂0, {x̂ov,0}Mj=1, Xgoal.
2: Predict obstacle set (14).
3: for v ∈ {vix,nom}

nv
i=1 do

4: Closed-loop prediction of EV using v.
5: Check for intersection using (27) and remove cor-

responding edges in M i.
6: Determine riy such that x̂0 ∈ Oi from (21).
7: Perform a graph search to find a reference path

r̄0:N , N ∈ [Nm, Np], where rN ∈ Xgoal.
8: if Solution found then
9: Go to Line 12.

10: end if
11: end for
12: for k = 1 to Nc do
13: Estimate ψ̇d from (28).
14: Control the vehicle using (17), (20) with setpoint r̄k.
15: end for
16: Go to Line 1.

IV. SIMULATION STUDY

We consider an EV that travels on a single-direction two-
lane road. The road includes both straight-line and curved road
segments. The road coordinates are from the outer ring test
track of the Japanese Automobile Research Institute proving
ground in Shirosato, Japan, and the vehicle parameters used
in the simulation study are obtained from a real mid-size
SUV, from data-sheet, precision testbenches, and data analysis.
There are surrounding vehicles maintaining either of the lanes
with constant velocity. In the simulation, the obstacle set is
predicted by designing lane-tracking controllers that control
the OVs assuming a fixed lane over the planning horizon Np.
The desired velocity is vx = 20 m/s. Hence, this is the first
candidate reference velocity that the planner tries in searching
for a collision-free trajectory. The gridding of the velocity
setpoints is done in decrements of 2 m/s down to 10 m/s,
that is, using five reference velocity setpoints. The goal region
is chosen such that a path is considered to have reached the
region if the endpoint is at least Nm steps long and is in the
middle of either of the lanes.
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TABLE I
PARAMETER VALUES USED FOR THE SIMULATION STUDY.

Parameter value Unit Description

∆t 0.1 s Sampling period vehicle dynamics
Ts 0.5 s Sampling period in planner
Np 20 (10) steps (s) Nominal planning horizon
Nm 10 (5) steps (s) Minimum planning horizon
Nc 5 (0.5) steps (s) Control horizon
nr 36 - # road discretization points

The planning is done in the road-aligned, local coordinate
frame. However, in the simulation, the computed control inputs
are used in a vehicle modeled in the global coordinate frame.
Furthermore, neither the disturbance (28) nor the true motion
of the vehicles are known to the planner. The disturbance
is estimated online by a first-order Taylor expansion of the
curvature at each time step, where the estimate and the
corresponding first-order derivative are calculated from the
radius of curvature, which is found from the data points by
fitting a circle segment. The obstacle set (14) is determined
from obstacle predictions, by using the position and velocity
of each OV at the time corresponding to the beginning of each
planning phase. Hence, the simulation study gives indications
on the planner robustness to these uncertainties.

Table I shows the algorithm parameters. These values cor-
respond to a weighted adjacency matrix M ∈ R758×758, out
of which approximately 3100 elements are nonzero (i.e., about
0.5%). Algorithm 1 is implemented in MATLAB on a 2014 i5
laptop. We design one set of state-feedback controllers (17),
(20) for the entire range [10, 20] of reference velocities and
construct the adjacency matrix M using the connectivity test
for v5x,nom = 10 m/s such that we ensure connectivity for the
same vertices for all vjx,nom > v5x,nom. We design the edge
weights as piecewise linear functions, with the lowest cost
edge weight in the middle of each lane.

A. Results

Fig. 6 shows five snapshots of a situation where the
EV catches up with two slower moving OVs, one in each
lane. Eventually, there is no collision-free trajectory for the
preferred velocity v1nom, so the planner tests the different
candidate velocities in decreasing order until a solution is
found. In the figure, the time at which switching between
setpoints is initiated can be seen in the second and fourth
subplots. The PI sets projected on the road are shown in
green. When switching between different setpoints is initiated
(e.g., the second plot from the left), the contraction of the
invariant sets due to (25) is noticeable. The resulting trajectory
in the global frame when applying the control inputs is in
Fig. 7. Fig. 8 displays the velocity profile for the time period
corresponding to the snapshots. The time instants when the
different snapshots occur are indicated by dashed lines.

Fig. 9 shows the computation time for the planning steps
across the scenario. The nominal computation time is always
less than 40 ms for trajectories of at least 5 s, i.e., the ratio
between real time and computing time is ν > 125. The higher
peaks correspond to periods when the velocity is decreased
(c.f. Fig. 8). However, the computation time is always below

40 ms. The complexity grows linearly with the number of
elements in the adjacency matrix and the number of obstacles
[18]. Because of the fast computation, the proposed method
appears suitable for use even in rapidly changing and reactive
scenarios, and in automotive-grade embedded platforms whose
capabilities are more limited than standard computers [17].

V. EXPERIMENTAL SETUP

For experimental validation of the method, we use the
Hamster platform [43], see Fig. 10. The Hamster is a 25× 20
cm mobile robot for research and prototype development. It
is equipped with sensors commonly available on full-scale
research vehicles, such as lidar, inertial measurement unit,
GPS receiver, camera, magnetometers, and motor encoder.
It uses two Raspberry PI3 for processing. The Hamster is
robot operating system (ROS) compatible, hence allowing to
be integrated in a ROS network. The robot uses Ackermann
steering and is therefore kinematically equivalent to a full-
scale vehicle, and its dynamics, such as the suspension system,
resembles that of a regular vehicle. Hence, it presents itself as
a suitable platform for verifying dynamic feasibility and for
testing the performance of the motion planner in a realistic
situation, in a safe and limited space environment.

Table II shows some of the most important algorithm param-
eters. The test track is a two-lane closed circuit with each lane
0.3 m wide, which implies that the lateral distance between
two adjacent discretization points is 0.01 m. The longitudinal
velocity is discretized equidistantly with steps of 0.04 m/s
from 0.4 m/s down to 0.12 m/s, and the preferred velocity is
0.4 m/s. We design four state-feedback controllers at the ve-
locities {v1x,nom, . . . , v4x,nom} = {0.4, 0.225, 0.155, 0.12} m/s.
The velocity level vix,nom was chosen by determining the
largest set for ensuring connectivity for all velocities vx ∈
[vix,nom, v

i+1
x,nom] (c.f. Sec. III-B).

The edge weights of the connectivity graph G can be used
as design parameters to ensure that the motion planner follows
a desirable driving behavior. The final edge weights, computed
as piecewise linear functions in the lateral direction, that are
used for our driving experiments are shown in Fig. 11, where
a heat map of the cost landscape is shown for the nodes of
the graph, and the value associated to a node is the weight
of all edges pointing to this node. According to Fig. 11, in
the lateral dimension it is more expensive to move to a node
that is located between the lanes. This strategy encourages
the motion planner to find a path that stays in the center of
the lanes and avoids driving between lanes. Along the time
dimension, we gradually increase the edge weights, that is, it
becomes more expensive to move close to a preceding OV. If
the EV plans to pursue an overtaking, this will encourage the
EV to switch lane as early as possible.

In the experiments, the obstacle set (14) is determined
from obstacle predictions in the local frame, by using the
estimated position and velocity of each OV at the time instant
corresponding to the beginning of each planning phase and
predicting the OVs by using a proportional mid-lane tracking
controller assuming constant speed.

The number of nonzero elements of the connectivity graph
Gv for the different longitudinal velocity levels are shown in
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Fig. 6. Five snapshots of a situation where the EV (red) catches up with two slower moving OVs (blue), one in each lane. The desired path is indicated with
red crosses and the invariant sets projected onto the road are in green. Resulting trajectory is in black and the corresponding time the EV reaches a particular
point on the trajectory is enumerated to the left in each snapshot. In each snapshot, snapshots of the OVs every 0.5 s are shown in increasing color. The
snapshots of the OVs correspond to the point at the time of the reference equilibrium points.
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Fig. 7. The resulting trajectory in the global frame when applying the steering
input resulting from Algorithm 1 over the time span in Fig. 6.
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Fig. 8. The resulting velocity (black) and reference velocity setpoints (red
dashed) as computed by the planner over the time span in Fig. 6. The dashed
lines correspond to the snapshots in Fig. 6, numbered from left to right.
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Fig. 9. Computation time over the time steps for the driving scenario (Figs. 6–
7). The implementation is done in MATLAB on a 2014 i5 2.8GHz laptop.

Fig. 10. The Ackermann-steered mobile robot used in the experiments.

TABLE II
PARAMETER VALUES USED FOR THE EXPERIMENTAL EVALUATION.

Parameter value Unit Description

∆t 0.1 s Sampling period vehicle dynamics
Ts 0.5 s Sampling period in planner
Np 30 (15) steps (s) Nominal planning horizon
Nm 10 (5) steps (s) Minimum planning horizon
Nc 5 (0.5) steps (s) Control horizon
nr 31 - # road discretization points
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Fig. 11. Illustration of the edge weights of the connectivity graph, with the
boundaries in the lateral direction being the center of each lane. It is most
expensive to move to a node located between the lanes.

TABLE III
PROPERTIES OF THE CONNECTIVITY GRAPH Gv .

v [m/s] Nonzero elements Sparsity [%] Setpoint outdegree

0.4 4493 99.52 5
0.36 4493 99.52 5
0.32 4493 99.52 5
0.28 4493 99.52 5
0.24 4493 99.52 5
0.20 4493 99.52 5
0.16 2753 99.70 3
0.12 2753 99.70 3

Table III, where the velocity levels are associated with the
state-feedback controller of the corresponding velocity region.
The sparsity is the fraction of zero-valued elements of Gv
and the setpoint outdegree is the maximum number of out-
neighbors of any node in Gv . The connectivity graphs for
the six highest velocity are all the same. For the two lowest
velocities, the connectivity graphs are the same, yet different
from the former ones. In fact, for the lower velocity levels,
the EV can only reach the two most adjacent setpoints in
one planning step, because of the imposed input constraint
set U . Since the connectivity graphs are extremely sparse
for all velocities, the graph-search problem can be computed
efficiently in real-time.

For localization, we create a 2-D occupancy grid map [44].
The map is sent to a Monte-Carlo based localization system
(AMCL) [45], which uses the lidar for localization in the map.
The localization system has a low update frequency, does not
fully utilize all the available sensing, and is furthermore sub-
ject to outliers. To account for this, we have implemented an
extended Kalman filter (EKF) that estimates the vehicle state
vector by fusing the position estimates from AMCL, the IMU,
and odometry sensors. The EKF additionally estimates the bias
of the steering-wheel sensor, and we have implemented an
outlier detection scheme and filter divergence monitoring [46].
We use the lidar also for online obstacle detection.

VI. EXPERIMENTAL EVALUATION

We present results from three different scenarios, one with
moving obstacles operating normally on the road and commu-
nicating their initial position and velocity, one with a static
obstacle appearing suddenly in front of the EV that is only
detected by lidar, and one intersection test with moving OVs
detected only by lidar.

A. Overtaking of two OVs

The first scenario considers overtaking of two OVs. To show
the performance of the planning module without presence of
disturbances in obstacle detection, we simulate the OVs using
multiple instances of an appropriately built ROS simulator,
each implemented as a stand alone ROS-node, and send the
obstacle information (pose and velocity) at the beginning of
the planning stage to the planner.

Fig. 12 shows six snapshots for the overtaking scenario
(lower). The upper plot shows the velocity setpoint (red
dashed) and the estimated velocity (black). The OVs in the
right and left lane have constant velocities of 0.15 m/s and
0.2 m/s, respectively. In this case, the motion planner has to
reduce the reference velocity to ensure that the EV does not
enter the dangerous zones around the obstacles. The EV aims
to drive close to the nominal speed 0.4 m/s and the OV in
the left lane is the faster among the two. Hence, the motion
planner overtakes first the OV in the right lane. Once it is
possible to safely plan a trajectory back to the preferred right
lane, this becomes the intended motion plan.

Fig. 13 shows the tracking errors for the experiment. The
tracking error is within a range of ±1.5 cm throughout, with
the tracking error below 1 cm most of the time, showing that
the approximations to the model are suitable and well within
the safety margins of the Lyapunov function (Remark 2). The
path for the entire experiment is shown in Fig. 14.

B. Lidar-Detected Obstacle Avoidance

Here, the EV is driving on the outer lane without any OVs
nearby. An OV suddenly appears in front of the EV. The OV
does not send any information about position and velocity: the
lidar is responsible for detecting the OV, and the position and
velocity estimate is propagated to the motion planner.

Fig. 15 shows that the onboard lidar successfully detects
the OV, and the motion planner can appropriately react to the
sudden OV appearance. The motion planner can quickly react
to the detected obstacle and re-compute a safe trajectory thanks
to the fast computation time. Fig. 16 shows a snapshot of what
the lidar detects. Multiple obstacles are detected, for instance,
corners of some nearby objects. All detected obstacles not
in the interior of the map (i.e., all but the OV) are filtered
out when propagated to the motion planner. The EV switches
lane to avoid the OV, and returns back once it has passed
the obstacle. This behavior is very similar to the results using
virtual OVs in Sec. VI-A.
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Fig. 12. Six snapshots of an experimental evaluation of overtaking of two slower moving OVs. The upper plot shows the estimated velocity (black) and
reference velocity setpoints (red dashed) as computed by the motion planner. Same notation as in Fig. 6 (Sec. VI-A).
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Fig. 14. The EV path for the whole experiment corresponding to Fig. 12.

Fig. 15. Overtaking scenario with a lidar-detected static obstacle . The
increased opacity illustrates the time progression.

Fig. 16. Snapshot of the rviz window during the lidar detection experiment
with one static obstacle. The small coordinate frame represents the estimated
EV position, where the red axis is in the heading direction of the vehicle. The
lidar-detected obstacles are illustrated by red circles with green borders. The
view is rotated 90 ◦ anti-clockwise with respect to Figure 15.
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Fig. 17. Fused sequence of images from the intersection experiment with a
lidar-detected moving obstacle. Increased opacity illustrates time progression.

C. Intersection with Crossing OVs

In this scenario we demonstrate how the proposed motion
planner can handle intersection scenarios. We have imple-
mented simple heuristic decision rules for signs and predicted
obstacles in the EV ROI. Sign information is propagated to
the motion planner. If there are any signs in the ROI, the
EV enters sign mode and certain overtaking maneuvers are
prevented. A decision to stop is implemented by setting the
preferred velocity v1x,nom = 0.

Fig. 17 shows the motion sequence from the intersection
experiment. The EV safely stops at the stop sign and waits
until the obstacle has passed, before moving on. Also in
this case the OV does not provide any position or velocity
information which are then estimated only from lidar sensing.

Fig. 18 shows snapshots for the intersection scenario. From
the velocity plot, it is clear that the motion planner is capable
of planning a smooth deceleration, stop at the stop sign, and
continuing on once the intersection is clear. The prediction
of the detected obstacle is seen in the snapshots for the time
instants from 2.6 s to 7.8 s. Although the obstacle is actually
moving along the crossing road, the predicted direction of
motion is changing in time due to the noise characteristics
of the lidar scans. Indeed, the estimate of the OV velocity
obtained from the onboard lidar is not very reliable. Still,
the detected obstacles are handled by the motion planner to
produce reference trajectories that safely avoid the obstacle.

VII. CONCLUSION

This paper presented a method for integrating motion plan-
ning and vehicle control by exploiting PI sets. The proposed
approach enforces constraints on the vehicle motion as well as
avoids collisions. The method uses a graph search over lateral
displacements on the road for different reference velocity
setpoints, and then executes a sequence of state-feedback

controllers using the nodes in the path resulting from the graph
search as a sequence of corresponding target equilibria. The
simulation study showed that the method can safely navigate
the vehicle through tight passages where combined slow-
down and lane change is needed, and the online computation
requirements are modest.

The experimental study, even when using only onboard
sensors for localization and obstacle detection, shows that
the method is robust to sensing errors and disturbances.
Furthermore, the tracking errors are within 1 cm most of the
time, implying that the method indeed computes dynamically
feasible, realistic trajectories. The computation for the pro-
posed method is fast enough to react to obstacles that suddenly
appear in front of the vehicle, as long as the obstacle behavior
is not excessively malicious.
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[34] K. J. Åström and B. Wittenmark, Computer-Controlled Systems. Dover,
2011.

[35] A. Eidehall and L. Petersson, “Statistical threat assessment for general
road scenes using Monte Carlo sampling,” IEEE Trans. Intell. Transp.
Syst., vol. 9, no. 1, pp. 137–147, 2008.
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