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Abstract—In this paper, we review the concept of multiset-
partition based distribution matching (MPDM). We then char-
acterize performance over short block lengths of 20, 40 and 80
symbols, and with 16QAM, 64QAM and 256QAM modulation
formats. We note that a 40 symbol distribution matcher length
can obtain better than uniform performance, while an 80 symbol
distribution matcher can utilize most of the available gain over
a wide range of signal-to-noise ratios.

Index Terms—Modulation, probabilistic shaping.

I. INTRODUCTION

PROBABILISTIC amplitude shaping (PAS) has emerged
as a leading architecture for the implementation of ca-

pacity approaching constellation shaping [1]–[5]. Application
of constant composition amplitude sequences to this approach
can be shown to provide capacity approaching performance
in the long block length regime (known as constant compo-
sition distribution matching (CCDM)) [6]. However, the long
sequences required by CCDM to achieve low rate-loss are
problematic for hardware implementation in high-speed optical
transmission systems. This is in part due to the previously
described matching and dematching algorithms (based on
arithmetic coding), which are highly serial in nature [6].
Optical transmission systems generally operate in the region of
30–50 GBd, with a hardware processing clock rate on the order
of 500 MHz, therefore requiring parallelism of approximately
60–100×. This may be contrasted with, for example, low-
density parity check codes [7], which require long block
lengths for good performance, but may be decoded in parallel
with graph-based decoding algorithms. Significant amounts of
research recently have therefore focused on low-complexity
and highly parallel algorithms for PAS implementation [8]–
[12].

We have previously proposed the concept of multiset-
partition distribution matching (MPDM) [13]. This distribution
matcher (DM) enables the use of shorter DM block lengths
with lower rate loss than that achieved by CCDM by ensuring
that the probability mass function (PMF) of the entire dis-
tribution matcher achieves the target PMF, while individual
sequences may not. As the number of permissible sequences
is expanded beyond those which satisfy the target PMF (i.e.,
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those with typical composition) to include all sequences which
may be generated by partitioning a multiset with the target
composition, we note that the number of sequences permissible
in MPDM is always greater than or equal to the number
of sequences permissible in CCDM (as the set of CCDM
sequences is contained within the set of MPDM sequences).
In turn, this indicates that MPDM will have equal or lower
rate-loss compared with CCDM for all sequence lengths
and distributions. A simplified implementation of this was
proposed by considering sequences which correspond pairwise
to the target PMF (pairwise MPDM) [13, Sec. III-B]. We
also previously showed that by rounding down the number
of sequences of each composition considered and using both
a power of two number of sequences per composition, and a
power of two number of sequences overall, we may construct
an optimal prefix code – also considered as a binary tree,
which describes the selection of a particular distribution within
the distribution matcher. This structure also enables the use of
the previously described matching and dematching algorithms
for CCDM, albeit at much reduced block lengths.

In the next section of this paper, we summarize the operation
of probabilistic shaping, PAS and CCDM. We will then recap
the MPDM architecture, and the design algorithm. We then
show simulated signal-to-noise ratio (SNR) gain for varying
block lengths, and for modulation formats varying from 16-
ary quadrature amplitude modulation (QAM), to 64QAM,
and 256QAM. Finally, we examine the SNR gain of MPDM
compared with uniform QAM for block lengths of 20, 40 and
80 symbols.

II. PROBABILISTIC SHAPING

In the contemporary literature for optical communications,
certain characteristics of probabilistic shaping systems are near
universal. The constellation points are normally considered
to be square QAM; constellations are assumed to be shaped
in the amplitude domain only (on a per quadrature basis),
and therefore have reflective symmetry about the real and
imaginary axes. This allows for the forward error correction
(FEC) code to be applied to the stream of shaped bits, and
the uniformly distributed parity bits assigned to the sign bits
of the constellation – this configuration is also known as the
“reverse concatenation” of FEC and distribution matching. A
further common feature is that each shaped symbol sequence
which corresponds to a block of uniformly distributed bits has
exactly the desired amplitude probability mass function (PMF)
– this is known as CCDM [6].
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Fig. 1. A schematic of a communication system employing probabilistic
amplitude shaping. The information bits are first shaped by a distribution
matcher, then encoded by an FEC encoder, before being mapped to symbols
and transmitted over the channel. The parity bits have uniform distribution,
and are mapped to the sign bits in the desired constellation. At the receiver,
the symbols are demapped, before the FEC code is decoded. The noise-free
shaped bits are then passed to a distribution dematcher to recover the original
information bits.

A. Probabilistic Amplitude Shaping (PAS)

The reverse concatenation approach to PAS is critical
to realizable implementations, and is described in Fig. 1.
Uniformly distributed bits from a source are mapped by a
distribution matcher to symbol sequences, which have the
desired distribution of amplitudes. The bits representing the
shaped amplitudes are then encoded with an FEC encoder,
and the parity bits (which have a uniform distribution) are
assigned to the sign bits of the constellation. At the receiver
side, the FEC decoder operates on the noisy received symbols
in the conventional manner, and the noise- and error-free
amplitude sequences are passed to a distribution dematcher,
which outputs uniformly distributed data bits. This architec-
ture provides several important benefits – firstly, the AWGN
capacity may be approached with a bit-interleaved coded mod-
ulation (BICM) scheme, which is an important condition for
practicality; secondly, the distribution dematcher can operate
on noise- and error-free symbol sequence inputs. This reduces
the complexity of the dematching algorithm requirements. By
varying the entropy of the target distribution and the rate of the
distribution matcher, this also enables the transmission rate to
be varied while maintaining a constant code rate and symbol
rate [1].

While these advances have pointed to possible implemen-
tations of probabilistic shaping in the near future, there are
significant hurdles which remain. While CCDM remains the
most widely studied technique at the time of writing, the
high degree of serialism required in the distribution matcher
and dematcher, combined with long block lengths required
for good performance mean that it is highly challenging to
implement CCDM in hardware. There is therefore significant
impetus in the development of alternative architectures for
PAS [8]–[11], [14]–[16], which do not suffer the problems
of CCDM.

B. Distribution Matching

A distribution matcher (DM) is an algorithm which provides
a one-to-one mapping of words of uniformly distributed bits
onto sequences of symbols with a specified probability dis-
tribution. Conversely, distribution dematching is an algorithm
providing the inverse operation, i.e. a one-to-one mapping of

sequences of symbols onto words of uniformly distributed bits.
More specifically, in the case of PAS, we may say that the
DM maps an input bit sequence onto an output sequence of
amplitudes, with some specified target distribution PA. For
finite-length DM, the target distribution PA must be quantized
to PÃ such that the number of occurrences of each amplitude
is integer. For a number of possible DM output sequences
NSeq = 2k where k is the number of input bits addressed by
the DM, where each sequence consists of n symbols, we may
quantify the rate loss of the DM as

Rloss = H
(
Ã
)
−

k
n
, (1)

where the entropy of the quantized distribution H
(
Ã
)

is given
by

H
(
Ã
)
= −

∑
i

PÃ(i)log2(PÃ(i)). (2)

C. Constant Composition Distribution Matching

CCDM was proposed recently [6] as a method for mapping
uniformly distributed bit sequences to shaped amplitude se-
quences and vice-versa. While this scheme suffers from highly
serial matching and dematching algorithms, it is extremely
widely studied [1], [2], and can provide arbitrarily low rate
loss in the long sequence length regime. The CCDM algorithm
specifies that each possible output sequence achieves the
target PMF. In this case, we can describe a single CCDM
output sequence as Ctyp = {nPÃ(a1), . . . , nPÃ(a |A |)}. The
constant-composition mapping of a uniform input sequence to
a sequence that has Ctyp is denoted as fccdm(Ctyp) and can, for
example, be carried out via arithmetic coding [6, Sec. IV]. The
set of unique permutations of xn for a given Ctyp is referred
to as type class [17, Sec. 11.1], and its size is the multinomial
coefficient [17, Eq. (11.17)]

M(C) =
(

n
n1, n2, . . . , n |A |

)
=

n!
n1! n2! · . . . · n |A |!

. (3)

The number of input bits for CCDM of a particular Ctyp is
given by

k =
⌊
log2 M

(
Ctyp

) ⌋
, (4)

where b·c denotes rounding down to the closest integer.

III. MULTISET PARTITION DISTRIBUTION MATCHING

Multiset partition distribution matching (MPDM) is based
on a pair of insights. Firstly, if DM output sequences xn which
are not of typical composition C are included in the distribu-
tion matcher, the rate loss may be decreased, thus improving
the performance of short length distribution matchers com-
pared with CCDM. Secondly, we may consider the distribution
matcher compositions as several equally sized partitions of the
desired typical composition – while each composition itself
need not be equal to the typical composition, the average over
all compositions in a given partition is, by definition, equal to
the typical composition.
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Fig. 2. Illustration of a partitioning of the typical composition Ctyp shown
leftmost in (a) into two non-typical compositions in (b) and (c).
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Fig. 3. Illustration of an alternative pairwise partitioning of the typical
composition Ctyp shown leftmost in (a) into two non-typical compositions
in (b) and (c).

Thus, a general MPDM uses those output sequences whose
compositions Cl satisfy∑Ncomp

l
cl · Cl∑Ncomp

l
cl

!
= Ctyp, (5)

where l indexes the Ncomp possible compositions of the MPDM
output sequences and cl is the number of occurrences of Cl

at the MPDM output, with 0 ≤ cl ≤ M(Cl). The possible
compositions Cl can be obtained by exhaustive search, and
the choice of cl depends on the partitioning constraint. The
general partitioning problem (5) states that the average type
of all sequences that are the output of a DM must be PÃ. The
number of distinct compositions is given by

Ncomp =

(
n + |A| − 1

n

)
, (6)

which can be proven, for example, with the stars-and-bars
technique [18, Sec. II-5].

For example, Fig. 2 shows a pair of compositions which
comprise a partition of the typical composition Ctyp, shown
leftmost in part (a). The total number of available sequences
is determined by the lower number of available permutations
for each composition in the partition – 45 for the composition
shown in Fig. 2 (b), which is then rounded down to the nearest
power of two – 32. There are therefore 64 total sequences in
this partition which satisfy the typical composition on average,
and can be addressed in a binary manner.

An alternative pairwise partitioning is shown in Fig. 3. A
pair of new compositions is shown, comprising a new partition
of the typical composition Ctyp, leftmost in part (a). The total
number of available sequences is again determined by the
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Fig. 4. Illustration of a degenerate pairwise partitioning of the typical
composition Ctyp shown leftmost in (a) into two identical compositions in
(b) and (c).

lower number of available permutations for each composition
in the partition – 120 for the composition shown in (b), which
is then rounded down to the nearest power of two – 64. There
are therefore 128 total sequences in this partition which satisfy
the typical composition on average, and can be addressed in
a binary manner.

Another alternative partitioning is shown in Fig. 4. A pair
of identical compositions are shown, comprising degenerate
partitioning of the typical composition Ctyp, leftmost in part
(a). The total number of available sequences is again deter-
mined by the lower number of available permutations for each
composition in the partition – 12600 for both compositions
shown, which is then rounded down to the nearest power of
two – 8192. There are 8192 total sequences in this partition
which satisfy the typical composition on average, which may
be considered as taking 4096 from each side of the partition.

In total, considering a target PMF of PÃ =

[0.4, 0.3, 0.2, 0.1], which has H
(
Ã
)
= 1.85 bits and

Ctyp = {4, 3, 2, 1} for n = 10, CCDM will allow for 8192
permutations with a binary address, or k = 13. This leads
to 1.3 bits/amplitude, and a rate loss of 0.55 bits/amplitude.
For pairwise MPDM, there are a total of 49 pairs (including
the degenerate one) that satisfy the typical composition. The
new total permutation count is 164214, which increases the
number of input bits to k = 17 and thus reduces the rate loss
to 0.15 bits.

While the above procedure gives a method for constructing
a list of sequences for use in the distribution matcher, the
large number of sequences required to achieve low rate loss
even at short sequence lengths of tens of symbols ensures that
additional structure is required such that existing algorithms
may be used for matching and dematching. We therefore
proposed [13] constructing a binary tree of compositions such
that a variable length prefix code will specify a composition,
while a variable length word can specify the permutation
within a composition, such that the number of bits for each
DM input is a constant k.

An example of this tree structure is shown in Fig. 5. The
partitions are sorted according to their number of permutations,
and smaller partitions are discarded or rounded down such
that the total number of partitions is an integer power of
two. A Huffman code is then formed describing the variable
length prefix – partitions with fewer permutations are relatively
less frequent, and therefore have more bits of prefix. As
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Fig. 5. Example of a binary tree structure enabling fixed length distribution
matching with non-constant composition.

previously described in the literature [19] as the distribution
of compositions is dyadic, the Huffman code will achieve zero
rate loss. In the case of MPDM, we are able to form the prefix
code without additional loss (and therefore a fixed-length to
fixed-length mapping), although the rate-loss as defined in
Eq. (1) remains.

A. MPDM Design Algorithm

The MPDM design procedure described in the preceding
sections can be summarized with the following algorithm
(assuming a pairwise, binary distribution matcher):

1) Optimize the Maxwell-Boltzmann coefficient for the
specified SNR and modulation cardinality.

2) Quantize the optimized PMF, for instance by minimizing
Kullback-Leibler divergence, according to the specified
length of the distribution matcher n.

3) Generate the multiset by multiplying the elements in the
PMF by twice the distribution matcher length 2n.

4) Determine all possible unique partitions of the multiset,
whereby each partition results in a pair of multisets with
size n.

5) Determine the number of unique permutations of each
sub-multiset. The maximum number of usable sequences
from each sub-multiset is the minimum of these numbers
over a partition pair. The number of usable sequences
for a binary distribution matcher is determined for each
sub-multiset is then obtained by rounding this number
down to the nearest power of two, 2ki where i is the
sub-multiset index.

6) Sum the number of usable sequences for a binary
distribution matcher over all possible partitions. Round
the resulting number of partitions down to the nearest
power of two to determine the total number of sequences
2k used by the final distribution matcher.

7) Sort the list of partitions according to their number of
usable sequences. Starting with the largest numbers first,
incorporate entire partitions into the final distribution
matching table, such that the total number of sequences
is strictly less than 2k .

8) For the final partition, take an equal number of se-
quences from each sub-multiset such that the total
number of partitions is 2k .
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9) By calculating the frequency of each partition of each
sub-multiset as 2−ki , it is possible to determine a Huff-
man code without rate loss to determine the prefix of
length k − ki for each sub-multiset.

10) The remaining ki bits of each distribution matcher word
are mapped to a single sub-multiset according to a
CCDM mapper/demapper algorithm, such as arithmetic
coding [6].

IV. PERFORMANCE OVER AWGN CHANNEL

In this section, we illustrate the performance of an optimized
pairwise MPDM distribution matcher over the additive white
Gaussian noise (AWGN) channel. The distribution matcher
design was performed according to the previously described
procedure. In this section, we consider an achievable rate for
the MPDM distribution matcher design, assuming the use of
BICM and FEC codes that are both capacity-achieving and
of infinite length. By [20] (part III), the achievable rate is for
22m-QAM is calculated by

RAIR = 2 ·

[
RMPDM(n) + 1 −

m∑
i=1
H (Bi |Y )

]+
(7)

where B1, B2, .., Bm is the binary Gray label in each real
dimension, RMPDM(n) is the MPDM rate for DM output length
n, the addition of 1 accounts for the un-shaped sign bit,∑m

i=1 H (Bi |Y ) is the uncertainty per real dimension of the
BICM demapper, Y is the channel output, and [·]+ = max(0, ·).
While systems designed with hardware implementation in
mind may have a constraint on codeword length, in practice,
this length may easily exceed 10,000 bits [21].

Fig. 6 shows the performance of the ideal shaped and
unshaped 16QAM, 64QAM and 256QAM over varying SNR.
We note that for an ideal distribution matcher, all modulation
formats considered approach the AWGN capacity for low
SNR.
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Fig. 7 shows the SNR penalty that each of the above formats
incurs, relative to the Shannon bound. Here, we note that while
all formats may approach the bound with an ideal distribution
matcher, the penalty for uniform QAM modulation is smaller
for lower SNRs. Between 5 and 10 dB, 16QAM has a penalty
of 0.5–1 dB, while 64QAM has a penalty of around 1 dB from
10–15 dB SNR.

We note from Fig. 8 that the SNR penalty relative to the
Shannon bound is significant for both MPDM and CCDM with
length n = 20. In particular, we note that the performance of
both MPDM and CCDM is significantly worse than uniform
16QAM for SNRs of 5–10 dB, while MPDM 64QAM can
achieve performance comparable to that of uniform 64QAM
between 8–14 dB SNR. While the performance improvement
of MPDM increases with modulation cardinality, we note that
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the penalty compared with the Shannon bound is at best around
1 dB, and that higher cardinality formats with low SNR suffer
extremely large penalties.

We observe from Fig. 9 that the SNR penalty relative to
the Shannon bound is reduced in all cases with DM length
increased to n = 40. While MPDM and CCDM 16QAM both
offer performance similar to uniform 16QAM for 5–10 dB
SNR, MPDM 64QAM and 256QAM exhibit less than 1 dB
penalty for 6–15 dB SNR and 15–21 dB SNR respectively. Al-
though there are still significant penalties for higher cardinality
formats with low SNR, we note that significantly better than
uniform performance may be observed over a wide range of
SNR for MPDM 64QAM and 256QAM, while CCDM suffers
from significant penalty.

In Fig. 10, we see the penalties further reduced as DM
length is increased to n = 80. While the penalty of MPDM
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16QAM is not reduced significantly compared with CCDM
16QAM, we note that significant reductions in penalty are
observed for MPDM 64QAM and 256QAM, and penalty of
approximately 0.5 dB or better is achievable from 5–20 dB.

Fig. 11 shows the SNR gain relative to uniform 16QAM
for MPDM 16QAM with DM lengths of n = 20, 40, 80. We
note that only the longest DM achieves a small gain for SNRs
from 5-12 dB, while shorter DMs incur some penalty.

Fig. 12 shows the SNR gain relative to uniform 64QAM for
MPDM 64QAM with DM lengths of n = 20, 40, 80. We note
that better than uniform performance can be achieved over a
wide range of SNRs with n = 40. Additionally, most of the
available shaping gain can be achieved over a wide range of
SNRs for n = 80.

Fig. 13 shows the SNR gain relative to uniform 256QAM
for MPDM 256QAM with DM lengths of n = 20, 40, 80.
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Fig. 13. Comparison of the SNR gain over uniform 256QAM achieved by
an MPDM distribution matcher with sequence length n = 20, 40, 80. An ideal
distribution matcher with no rate loss is also shown.

We again note that n = 40 can achieve again compared
with uniform 256QAM over a wide range of SNRs, and that
n = 80 can achieve most of the available shaping gain from
approximately 13–22 dB. For all lengths considered here, we
note that there are significant penalties for operation in the
low SNR regime.

V. CONCLUSIONS

We have examined the performance of multiset partition
distribution matching (MPDM) over a wide range of SNRs
with 16QAM, 64QAM and 256QAM, for short sequence
lengths of 20, 40 and 80 symbols. While the available gains
are limited in the region considered for 16QAM, significantly
better than uniform performance may be achieved for 64QAM
and 256QAM using an MPDM with length n = 40, and most
of the available shaping gain may be achieved over a wide
range of SNRs for 64QAM and 256QAM when considering
an MPDM with length n = 80.
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