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Abstract We analyze polar turbo product codes (TPC) used with high-dimensional modulations (HDM).
Our analysis reveals that the polar-TPC can significantly improve performance via iterative HDM demod-
ulation employed across parallel and pipeline TPC decoding, achieving 2 dB gain for 16 dimensions.

Introduction

A great amount of efforts in developing high-
gain forward error correction (FEC) codes has
been put forward next-generation optical commu-
nications, e.g., low-density parity-check (LDPC)
codes1,2, staircase codes3,4, turbo product codes
(TPC)5–7, and polar codes7–9. Recently, po-
lar codes have drawn much attention since they
were selected in wireless 5G standard because
of the competitive performance (approaching the
Polyanskiy bound) against state-of-the-art LDPC
codes, thanks to successive cancellation list
(SCL) decoding8. Nevertheless, one major draw-
back of polar SCL decoding lies in the diffi-
culty of parallel implementation, leading to low
throughput. To tackle this issue, we have pro-
posed polar-TPC7 which constitutes spatially-
coupled parallel short-block polar codes, rather
than uncoupled long polar code. With parallel and
pipeline SCL decoding, the proposed polar-TPC
(256, 239)2 achieves roughly 256-times faster de-
coding throughput. In addition, the use of irregu-
lar polarization9 reduces the decoding power by
72% and latency by 88%. The polar-TPC offers
0.5 dB gain over the conventional TPC based on
Bose–Chaudhuri–Hocquenghem (BCH) codes.

In this paper, we further investigate polar-TPC
in the context of bit-interleaved coded modulation
with iterative demodulation (BICM-ID). Although
BICM-ID is known to improve performance com-
pared to BICM in particular for high-order modula-
tion, the stand-alone polar codes were not suited
for BICM-ID because of the successive decod-
ing nature of the SCL algorithm. In contrast, the
polar-TPC is suitable for BICM-ID because the
intermediate decoding feedback is readily avail-
able for demodulation along turbo iterations over
parallel SCL decoding. We analyze the per-
formance benefit of polar-TPC for BICM-ID sys-
tems. Specifically, we focus on various high-
dimensional modulations (HDM)10–14. HDM has

also received much interest in optical research
community because of its high sensitivity. With
the extrinsic information transfer (EXIT) chart,
we study the convergence behavior of BICM-
ID based on polar-TPC and HDM. Our analysis
shows that higher dimension offers significant im-
provement by 2 dB when BICM-ID was employed
for few-iteration polar-TPC decoding.

Polar turbo product codes (Polar-TPC)
The polar SCL decoding has log-linear complex-
ity of O[N log(N)], which can be a drawback
compared to linear-complexity belief-propagation
(BP) decoding of LDPC codes. However, the non-
linear complexity turns to be advantageous when
we shorten the block length N . Fig. 1 illustrates
the complexity analysis (the required number of
additions at variable nodes) of polar SCL decod-
ing and LDPC BP decoding. It suggests that the
polar codes can be simpler than most irregular
LDPC codes when the block size is smaller than
5000 bits. Note that irregular polar codes9 can
further reduce the computational complexity by
50–70%. Suggested by the nonlinear complexity,
short-length polar codes shall be used in parallel
to construct long codes via spatial coupling. The
polar-TPC is one of such approaches.

Fig. 2 illustrates TPC (N, k)2 using multiple
polar constituent codes, instead of BCH. For
the two-dimensional architecture, the TPC per-
forms two-stage encoding, i.e., column- and row-
encoding over a k×k information block, to gener-
ate an N×N encoded block. We can implement a
highly parallel encoder, i.e., k-parallel column en-
coding followed by N -parallel row encoding. Each
polar code (N, k) performs n-stage polarization
steps (n = log2 N ) with pre-defined (N − k)-bit
frozen insertion and irregular polar pruning9.

The TPC decoder performs row- and column-
decoding iteratively via turbo Chase processing.
Since the decoding can be performed in a fully
parallel fashion for N component codes inde-
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Fig. 1: Per-bit computational complexity of LDPC decoding
and polar decoding over different block lengths.

x2

x3

x4

xN

x1

u2

u3

u4

uN

u1 +

+

+

+
+

+

+

+

+

Stage 1st 2nd mth

Irregular Polar (N, k)

(N + k)th Polar

Information
k x k

Row
Parity

Column
Parity

Parity
of

Parity

Row Constituent Code
Column Constituent Code

N

N

k

k

TPC (N, k)2

Polar 1

Polar 2

k-Parallel
Column 
Encoder

Polar k

N-Parallel
Row 

Encoder

Polar 1

Polar 2

Polar N

Pipeline TPC Encoding

SCL 1

SCL 2

N-Parallel
Row Decoder

SCL N

N-Parallel
Column Decoder

Turbo
Chase
a, b

SCL 1

SCL 2

SCL N

SCL 1

SCL 2

N-Parallel
Row Decoder

SCL N

N-Parallel
Column Decoder

Turbo
Chase
a, b

SCL 1

SCL 2

SCL N

Turbo
Chase
a, b

1st TPC Decoding Iteration 2nd TPC Decoding Iteration

Pipelining

Demod Demod (ID)Demod (IDx2) Demod (IDx2)

Fig. 2: Polar-TPC (N, k)2, capable of highly parallel and
pipeline SCL decoding with iterative demodulation (ID).

pendently (and pipelines across turbo iterations),
the TPC enables roughly N -times higher decod-
ing throughput compared to a single uncoupled
N2-length polar code. Note that SCL algorithm
is suited for Chase processing because multiple
candidates are obtained without modifications.

Fig. 3 shows the benefit of polar-TPC in terms
of bit-error-rate (BER) performance for quadra-
ture phase-shift keying (QPSK). We consider I =

4 iterations for polar-TPC (256, 239)2 (irregular
50%) with a list size of L = 16, and BCH-
TPC (256, 239)2 with Berlekamp–Massey (BM)
32-pattern Chase decoding. We also present the
performance of SCL decoding (L = 32) for a long
polar code (2562, 2392 + 16), concatenated with
cyclic redundancy check (CRC) 16 bits. It is seen
that the BER of the polar-TPC approaches that of
the long polar code within 0.2 dB after four itera-
tions, even though the decoding throughput can
be 256-times faster in principle. Moreover, it is
verified that the polar-TPC outperforms the con-
ventional BCH-TPC by 0.5 dB. We also confirm
that 60-iteration BP decoding for polar-TPC does
not compete with SCL Chase decoding.

When higher-order modulation is used, the
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Fig. 3: Polar-TPC vs. BCH-TPC for (256, 239)2 with I = 4
turbo iterations for QPSK.

polar-TPC may be further improved by BICM-ID,
where demodulator output is refined by exploiting
intermediate decoding messages after each iter-
ation as shown in Fig. 2. We can also update de-
modulator output twice per iteration between row
and column decoding (denoted by ‘IDx2’).

High-dimensional modulation (HDM)
We analyze BICM-ID employing HDM10–14, which
provides larger Euclidean distance to be robust
against noise. There are many ways to de-
sign HDM formats such as lattice cutting and
block coding12. Fig. 4 compares different HDM
schemes in terms of spectral efficiency vs. sensi-
tivity (proportional to minimum squared Euclidean
distance). It is shown that higher dimension offers
significant improvement in sensitivity; specifically,
24-dimensional modulation achieves 6 dB gain.
Although lattice cutting is mostly better than block
coding, it suffers from labeling issue, leading to
lower generalized mutual information. Hence,
this paper focuses on more practical block-coded
HDM. Note that 16-dimensional HDM14 based
on the nonlinear Nordstrom–Robinson (NR) code
achieves 0.5 and 0.8 dB gains over the lattice cut
and best-known linear code (BKLC), respectively.

Nonetheless, the sensitivity gain is only visi-
ble at the very high signal-to-noise ratio (SNR)
regimes, where error events are dominated by
minimum distance pairs. In fact, more notable
benefit of HDM schemes will appear when BICM-
ID is employed. This is illustrated in Fig. 5, which
shows EXIT curves of HDM demodulator given
feedback from decoder ends. With the increased
HDM dimensionality, more steep EXIT curves can
be seen. Therefore, slight increase of a priori
mutual information given FEC feedback can pro-
vide much more reliable demodulator output to
the FEC decoder. Whereas, the 24-dimensional
demodulator has only a little gain to increase the
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Fig. 5: EXIT chart of HDM demodulator (1 dB SNR).

mutual information if there is no decoder feed-
back, i.e., at a priori mutual information of zero.

BICM-ID with polar-TPC and HDM
Fig. 6 shows the EXIT chart of polar-TPC decoder
with SCL Chase decoding (L = 16). The analy-
sis shows that the TPC achieves error free after
many iterations at an SNR of 5.5 dB. However, in
practice, we should consider the FEC threshold at
finite iterations. Using EXIT curves of both polar-
TPC (Fig. 6) and HDM (Fig. 5), we can analyze
the FEC threshold with and without ID as shown
in Fig. 7, where the threshold after 2-iteration de-
coding is present across HDM dimension. As
discussed, higher dimension provides marginal
gain for BICM systems, e.g., 0.6 dB gain for 16-
dimension HDM. In contrast, additional 2 dB gain
is achievable by BICM-ID systems.

Conclusions
We study BICM-ID with polar-TPC and HDM. It
was shown that polar-TPC can achieve significant
performance gain greater than 2 dB via iterative
demodulation for 16-dimensional HDM.
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