MITSUBISHI ELECTRIC RESEARCH LABORATORIES
http://www.merl.com

Offset and Noise Estimation of Automotive-Grade Sensors
Using Adaptive Particle Filtering

Berntorp, K.; Di Cairano, S.
TR2018-092  July 13, 2018

Abstract

We present a sensor-fusion approach to real-time estimation of the offsets and noise character-
istics found in lowcost automotive-grade sensors. Based on recent developments in adaptive
particle filtering, we develop a method for online learning of the, possibly time-varying, noise
statistics in the inertial and steering-wheel sensors, where we model the offsets as Gaussian
random variables. The paper contains verification against several simulation and experimen-
tal data sets compared to ground truth, which shows that our method is capable of bias-free
estimation of the sensor characteristics. The results also indicate that the computational cost
is feasible for implementation on computationally limited embedded hardware.
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Offset and Noise Estimation of Automotive-Grade Sensors Using
Adaptive Particle Filtering

Karl Berntorp! and Stefano Di Cairano

Abstract— We present a sensor-fusion approach to real-time
estimation of the offsets and noise characteristics found in low-
cost automotive-grade sensors. Based on recent developments
in adaptive particle filtering, we develop a method for online
learning of the, possibly time-varying, noise statistics in the
inertial and steering-wheel sensors, where we model the offsets
as Gaussian random variables. The paper contains verification
against several simulation and experimental data sets compared
to ground truth, which shows that our method is capable of
bias-free estimation of the sensor characteristics. The results
also indicate that the computational cost is feasible for imple-
mentation on computationally limited embedded hardware.

I. INTRODUCTION

Several of the sensors found in the current generation
of production vehicles are typically of low cost and as a
consequence prone to time-varying offset and scale errors
[1], and may have relatively low signal-to-noise ratio. For
instance, the lateral acceleration and heading-rate measure-
ments are known to have drift and large noise in the sensor
measurements, leading to measurements that are only reliable
for prediction over a very limited time interval. Similarly, the
sensor measuring the steering-wheel angle has an offset error
that, when used for dead reckoning in a vehicle model, leads
to prediction errors that accumulate over time.

The active safety systems developed in the past (e.g.,
electronic stability control [2] and anti-lock braking systems
[3]) have been focused on aiding the driver over relatively
short time intervals. However, even for those safety systems,
accurate state estimation is more important than advanced
control algorithms [1]. The recent surge for enabling new
autonomous capabilities [4]-[7] implies a need for sensor
information that can be used over longer time intervals to
reliably predict the vehicle motion.

Offset estimation methods for the steering wheel and yaw
rate found in production vehicles are typically based on aver-
aging to compensate for the yaw rate and steering wheel bias.
However, this leads to performance that is sometimes more
than one order of magnitude away from the next-generation
requirements [8]. Various methods have been proposed to
improve the offset compensation in the steering-wheel angle
and/or inertial measurements. The method in [9] estimates
the yaw-rate offset in a state-augmented Kalman filter based
on a kinematic vehicle model, where the yaw-rate offset is
modeled as a random walk. The approach in [8] extends this
to also include estimation of the steering offset in a linear
regression. Oftentimes, the bias of the inertial sensors are

IKarl Berntorp and Stefano Di Cairano are with Mitsubishi Elec-
tric Research Laboratories (MERL), 02139 Cambridge, MA, USA.
Email:{karl.o.berntorp,dicairano}@ieee.org

1

integrated and solved for in an estimation algorithm targeted
for a specific application [1], [10]-[13]. However, this has
the drawback that the same tasks are repeated in different
filters, which is computationally inefficient. Also, it implies
that each estimator becomes unnecessarily complex, which
might have implications on observability and feasibility of
the approach.

In this paper, we develop a method for real-time es-
timation of the offset and sensor-noise characteristics of
the acceleration, gyro, and steering-wheel measurements.
While our primary focus is the lateral dynamics, the method
developed here can be applied to either lateral or longitudinal
dynamics, or to the two combined. We model the sensor
measurements as Gaussian random variables with unknown
mean and covariance, and the task is to estimate these un-
known quantities in real time. The vehicle dynamics and the
measurements are described by a state-space model, with the
noise statistics as the unknown parameters in the model. The
resulting estimation problem is non-Gaussian and includes
both the vehicle state trajectory and the parameters, which
introduces dynamic coupling between state and parameters.
Furthermore, because of the biased and unknown noise,
approximate estimation methods are required.

We use particle filtering [14] for solving our nonlinear
non-Gaussian estimation problem, which has previously been
used in several automotive applications (see, e.g., [15], [16]).
A common way to estimate slowly time-varying parameters,
is to augment the state vector [10], [17]. However, this
leads to an increased state dimension that is problematic for
particle filters, since the number of propagated particles and
hence the computational burden increases exponentially with
the dimensions, and the computational capabilities of auto-
motive micro-controllers that run the estimation algorithm
are very limited. Instead, we rely on marginalization [18]
and propagation of the sufficient statistics of the noise
parameters, conditioned on the estimated vehicle states, by
exploiting the concept of conjugate priors [19].

II. MODELING AND PROBLEM FORMULATION

Our algorithm is focused on estimating the offsets during
normal driving. We therefore model the vehicle dynamics
by a single-track (i.e., bicycle) model [20], in which the
two wheels on each axle are lumped together, where the
vehicle operates in the linear region of the tire-force curve,
and where planar motion is assumed. This paper focuses on
the sensors mainly related to the lateral vehicle dynamics,
but our approach can also handle the combined longitudinal
and lateral setting.



In the following, FY is the lateral tire force, o is the
wheel-slip angle, v is the yaw, § is the steering angle at
the front wheel and subscripts f,r denote front and rear,
respectively. The state vector is © = [UY w]T where v¥
is the lateral velocity of the vehicle, and 7,/} is the yaw rate.
From the assumption of driving in the linear regime of the
tire-force curve, the lateral tire force can be expressed as a
linear function of the slip angle o, FY ~ CY«, where C"Y is
the lateral stiffness. The slip angles are approximated as
oY + 11 LY —oY

X ’ r X 9 (1)

af~ 0 —
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v
where [, and [y are the distance from the center of mass
to the front and rear wheel, respecitlvey. In (1), we use the
velocity at the center of mass instead of the velocity at the
center of the wheel. The equations of motion are [12]

' v . Y
miY = —mo* ¢+ CY 5—% +C§WU7XU7
(2a)
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where m is the vehicle mass and [ is the inertia. Model (2) is
nonlinear in v~ and there are bilinearities between states and
parameters. The longitudinal velocity v~ is assumed known.
This is consistent with many navigation systems, where dead
reckoning is used to decrease state dimension. In this work,
we determine vX from the wheel rotation rates given by the
wheel-speed sensors.

A. Estimation Model

The steering angle ¢ at the wheel is usually not directly
measured. Furthermore, the Ackermann steering configura-
tion causes a slight deviation between the left and right
wheel. We assume a single-track model, where § is modeled
as the average between the left and right wheel angles.
In general, § can be calculated from a static map of the
measured steering-wheel angle. However, the resulting mea-
surement of ¢ is known to be subject to an offset, which in
some cases can even be time varying. An objective with the
present contribution is therefore to estimate the offset. To
this end, we decompose the steering angle into one known
nominal part and one unknown part,

0 =6m + A, 3)

where §,, is the measured value of the steering angle, and
where AJ is the, possibly time-varying, offset. We model

Wk ‘= A (4)

as random process noise acting on the otherwise determin-
istic vehicle dynamics. The noise term wy is modeled as
Gaussian distributed according to wy, ~ N (uy, o), where
i and oy, are the unknown, usually time varying, mean and
standard deviation. Inserting (3) into (2) leads to

Ty = fxr, ur) + g(xw, up)wy, (5)

where uy, = [vX §,,]T.

We are also interested in estimating the time-varying
offsets in the acceleration and gyro measurements, as well
as their corresponding variances. The measurement model
therefore incorporates the measurements of the lateral accel-
eration, a%, and the yaw rate @m, forming the measurement
vector yy, = [aY, 1,]T. To relate y; to the states, note that
a¥ can be extracted from the right-hand side of (2a), after
dividing with the vehicle mass. The yaw-rate measurement
is directly related to the yaw rate.

Similar to the steering offset (4), we model the measure-
ment noise e; as Gaussian with unknown mean b;, (the IMU
bias) and covariance Ry, according to e, ~ N'(by, Ry). The
measurement model can be written as

yr = h(zp, ui) + d(xp, wp) (0 + wi) +ex. (6)

The joint Gaussian distribution of the steering offset
wy and measurement noise €; can be written as w; =

[wi ég]T ~ N (pr, X), where we have introduced the
short-hand notation €, = d(xy, u;)wy + ey and
2 2 4T
_ Hw,k _ | %% oj.dy,
Mk = [dkﬂw,k + bk:| » = |:dk0'2 dioidl + R|-

(7
In (7), dr, := di(xk,ui). Thus, the noise sources are
dependent. In this work we need to estimate the process-
noise statistics uy and oj and measurement-noise statistics
b, and Ry, together with the unknown state trajectory.
Observability can be analyzed by augmenting the dynamic
model (5) with a random walk model of the steering offset
and bias, and derive the observability Gramian by lineariza-
tion. In our case, there are three states and four offset
parameters to estimate, implying seven quantities to estimate
in total. However, it can be shown that the Gramian has rank
six, which implies that the system is not fully observable. To
remedy this, we utilize the fact that the angular velocities of
the rear wheels can be converted to virtual measurements of
the yaw rate according to

IEPNONR
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Wr T — Wyp
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lr
where [ is the distance between the rear left and rear right
wheel and w,(,l), wﬁr), are the rotation rates for the rear
left and rear right wheel, respectively. With the additional
measurement (8), it can be shown that the Gramian is
nonsingular, and hence the system is weakly observable.
This work assumes that the virtual measurement (8) is
Gaussian distributed with zero mean and a priori determined
variance 02, ,, and we denote the full measurement vector
Tk = [Y) tuiee]) . In practice, measurements using the wheel
rotation speed have scale errors due to differences between
the true and estimated wheel radius r. This is not considered
here but we refer to [16] for one possible way to estimate
the tire radii of the different wheels.

Remark 1: It is common to model the bias vector by as
a random walk and extend the state vector, as mentioned in

the introduction, and the covariance Ry, of the measurement



noise is typically also determined a priori. However, deter-
mining the covariance a priori can be a tedious exercise.
Similarly, also the process noise of the bias random walk
can be determined a priori, which can be time consuming.
Unmodeled effects can lead to differences between the
effective measurement noise and the sensor specifications.
Hence, we include the bias and variances in the estimation
problem formulation.

B. Problem Formulation

We want to recursively estimate the steering offset and the
noise statistics of the inertial measurements. In a Bayesian
setting, this can be expressed as learning the parameters
0, = {ftw k,bg, ok, R} of the Gaussian noise wy, ey.
We approach this problem in the following way. Given
the system model (5)—(8), and dependent Gaussian noise
between wj, and ey, characterized by (7), where the unknown
parameters 8, may be time varying, we recursively estimate

(%a)
(Ob)

P(0k|Yo:x),
p(Tk|Yo:k)-

Egs. (9a) and (9b) are coupled, which will be apparent in
the derivation of the proposed solution, because (9a) depends
on the state trajectory and the density (9b) depends on the
parameter estimates.

III. MARGINALIZED PARTICLE FILTER FOR SENSOR
ESTIMATION

This section focuses on determining the densities in (9).
We formulate the joint estimation in a Bayesian framework
as approximating the joint filtering density p(xo.x, O|Yo:x),
that is, the joint posterior conditioned on all measurements
from time index O to k. We decompose

P(To:k, Ok|Yo:k) = P(Ok|To:xTGo:k)P(o:k|Yo:k),  (10)

and recursively estimate the densities in (10).

A. State Estimation

We approximate the posterior of the state trajectory with
a particle filter as

N
p<w0:k|g0:k) ~ ZCIJZ(S(QUOk - w(i);k;)a (1 1)

i=1
where §(+) is the Dirac delta mass and ¢} is the impor-
tance weight for the ith state trajectory sample x’f): ;- The
approximate distribution (11) is propagated with a sequential
importance resampling (SIR) based particle filter [14]. In
general, the particles are sampled using a proposal distri-
bution 7(xk11|Td.;, Yo:k+1), Which starts from the particles
at the previous time step. For dependent noise, the weight
update is performed as [21]

p(Gk|xl. 1, Yok—1)p(@h|Th 1 Yor—1)

(@} |Th )1 Yok)

i i
4, X 44

, (12

where p(yx|@., Yo:k—1) is the likelihood. If the proposal is
chosen equal to p(zi|z{ 1. Yok—1), (12) simplifies to

@k < G, 1 PGk |, Gor—1)- (13)

Hence, to obtain new weights, we need to evaluate
P(Gk|Th.1s Yo:k—1), (14a)
P(Tgoi1 12005 Youk)- (14b)

B. Parameter Estimation

According to (5) and (6), knowing both the state and mea-
surement trajectory leads to full knowledge about wq., =
[wo.r, €o.x]T. The posterior for the noise parameters can
therefore be rewritten using Bayes’ rule as

P(Ok|xo:k, Yo:k) = P(Ok | Wo:k) < p(wi |6k )p(Ok|Wo:k—1)-

15)
One of the assumptions is that the noise given the noise
parameters; that is, p(wg|0y) in (15), is Gaussian. Therefore,
we can utilize the concept of conjugate priors. If a prior
distribution belongs to the same family as the posterior
distribution, the prior is said to be conjugate to the particular
likelihood. For multivariate Normal data w € R? with un-
known mean g and covariance 3, a Normal-inverse-Wishart
distribution defines the conjugate prior [22], p(uk, Xk) =
NiW(’yk|k, ﬂk\ka Ak|k7 Vk\k)v through the model

Bl Ek ~ N (fgr, i),
Ep ~ iW(Whik, Agr)
- |Ek|—%(uk‘k+d+1)e(—%tr(AMkzkfl)7
where tr(-) is the trace operator. We compute the statistics
S|k = (7k|k, ek A, vk‘k) for each particle as (see [23])

Vk|k—1

Yelk =TT —— (162)
| 1+ Ykjk—1
Bk = Brk—1 T Vr|kZks (16b)
Uklk = Vklk—1 + 1, (16¢)
1
Api = A1 + 22, (16d)
K|k Ble—1 7+ 77 Vel k
Zk = Wk — fig|k—1, (16e)
where the data w;, for each particle is generated by
el yr — h(xy, u) — d(z), wp)pl, ;.|

and in which g~ is the pseudo-inverse of g. Hence, a key
task in this paper is how to generate the particles in (17) to
update the parameters. For slowly time-varying parameters,
the prediction step consists of

1

Vhlk—1 = Y Vh-1[k=1, (182)
Brk—1= Br_1)k—1, (18b)
Vilk—1 = A\Vk—1[k—1, (18¢)
Apj—1 = Ay _qjk-1, (18d)



where A € (0, 1] introduces exponential forgetting. Since we
know the dependence structure (7), the scale matrix Ay can
be decomposed as

Aw,k Aw,kdg

A =
F dkAw,k' dkAw,kdg + Ae,k ’

19)
implying that it suffices to propagate A, ; and A in
(16d) and (18d). Further, for a Normal-inverse-Wishart prior,
the predictive distribution of the data w is a Student-t,
St(frjk—1, Arjk—1,Vijk—1 — d + 1), with

If the predictive distribution p(@y|wo.x—1) in (15) is a
Normal-inverse-Wishart distribution, from (15), (16), also
the posterior is Normal-inverse Wishart, p(0x|o.k, Yo:x) =
NiW(ﬂk‘k, Agik, yk|k). To obtain estimates of the mean and
covariance of the noise processes, we rewrite the marginal
(9a) as

P(Ok|Yo:x) = /p(9k|$o;k,yo:k)p(mozkh?o;k)dﬂ»'o;k
N . .
~ Z QIZcp(Ok|m7(4):k7 gO:k)v

i=1

(20)

which has complexity O(N). Based on (20), the unknown
parameters can be extracted; for example, the estimate of by
and Ry, can be found as

N

br =) aibj (21a)
i=1

A N . A ~ A . ~

Ry = Z aj, ( — Ay + (Bgp, — bi) (b — bk)T)7
i=1

(21b)
and similarly for fi, x, Ok, where Uy, = vy, —d — 1.

C. Noise Marginalization

Consider first the likelihood (14a) resulting in the weight
update (13), and note that the noise processes of the inertial
sensors and the steering-wheel angle are independent of
¢vm- Hence, from the state-space model (5) and (6), the
knowledge of ., and yo., gives full knowledge of the un-
known noise sequence €y.;,. The property of transformations
of variables in densities [24] gives that

p(YrlTo:k, Yok—1) x p(€k(Yr, Tk )|€0:k—1)- (22)
We marginalize out the noise parameters as
p(YklTok, Yok—1) = /P(yk|0k7$k)
“p(Ok|Tok—1,Yo:k—1) dOk.  (23)

Eq. (23) is the integral of the product of a Gaussian distribu-
tion and a Normal-inverse-Wishart distribution. Hence, (23)
is a Student-t distribution [22], implying that

p(er(Yr, Tr)|€0:k—1) = St(fe k-1, Aekk—15 Vk|k—1)s

with Dy, _1 = v -1 — d + 1, and mean and scaling

B klk—1 = Aiflw kjk—1 + brjr—1,

< L+ Vijk—1
Ag k-1 = =L (diAo gig—1dp + Ae 1) -

Vk|k—1

The full measurement noise also contains a scalar component
€y due to the virtual measurement (8), which is zero-mean
Gaussian. However, this leads to a mixture of a Gaussian and
Student-t distribution, whose density has no closed form. An
approach to resolve this is to resort to moment matching;
that is, we model the full measurement noise as a Student-t
distribution with a common degree of freedom,

er| Pepi—1] [Aern1 0 -
[%’J 3 ({ 0 } ’ [ OJF Avirt)} ’Vklk_1>7
(24)
where

Vklk—=1 — 2 4
virt*

Avirt = =

Vk|k—1

The Student-t converges to the Gaussian as the degrees of

freedom tend to infinity. Hence, from lim St(u, A,v) =

V—r 00

N (p, A) and the update formulas (16¢) and (18c¢), it follows

that we recover the Gaussian measurement noise of the vir-

tual measurement with precision determined by the forgetting
factor. Hence, the measurement update (13) is done by

qh o qj_1St(p*, A%, D), (25)

which can be evaluated analytically, where

1 = hy + dyfiy gjp—1 + b,

~o L4yt

A= — D IHkL (drAu kjp—1di + Aepjp—1) +
VE|k—1

Uklk-1—2 o
ﬂk|k71 virt*

The prediction step (14b) is resolved in a similar way,

P(Th41]|T0:ks Yo:k) X p(gk_T(wkH — f1)|To:ks Yo:k)

= p(g];T(warl — fi)leox)

= p(wk(Tri1)|€0:k)- (26)
By integrating over the noise parameters in (14b),
P(®rt1]Tok, Yor) = /p(mk—&-l‘ek,wO:kng:k)
p(Ok| ok, Yo:k) Ok (27)

The integrand in (27) is the product of a Gaussian and
a Normal-inverse-Wishart distribution, which is a Student-
t distribution. Combining with (26), we obtain a Student-t
distribution for wy, as

p(wi(xri1)l€o0r) = St(iig, Aj, vih), (28)



where

l/; = Vk\kfl —d+ 1+dy7

- X1
e = B klk—1 + il kik—1 MG j 1 2k

-1 T
Vge—1 — d+ 1+ 2y 12
w,k|k—1

Uk|k71 - dy +1
A1 T T
- dkAwJﬂk*lAé,k\k—lAw7k|k71dl~c )a
2k = € — fle kk—1-

In the implementation, the process noise is generated from
(28) and used in (5) to generate samples {x}_ }~ . The
samples from (28) are used directly in the (17) for wy.
Algorithm 1 summarizes the method.

Algorithm 1 Pseudo-code of the estimation algorithm
Initialize: Set {x{}Y, ~ po(xo), {¢}}Y, = 1/N,

{S(ZJ}f\Ll = {’787/:”%)’ Aiu,ov Vé}
1: for £k <+ 0 to T do

2: for i€ {1,...,N} do

3 Update weight i, using (25).

4 Update noise statistics S}'Cl . using (16).

5: end for

6:  Normalize weights as .. = ¢./ (XN, i)

7: Compute Negp = 1/(32;2,(q1)?)

8: if Negg < Nipnr then

9: Resample particles and copy the corresponding
statistics. Set {¢gi}¥, =1/N.

10: end if

11: Compute state estimates T = Zfil q}ﬂmff

12: Compute estimates of noise parameters using (21).

13: for i € {1,...,N} do

14: Predict noise statistics S,i 1k using (18).

15: Sample wj, from (28).

16: Predict state ] ; using (5).

17: end for

18: end for

IV. RESULTS

We evaluate the algorithm on synthetic and real data.
The synthetic data is generated by feeding the single-track
model (2) with the measured steering-wheel angle and wheel
speeds, and by adding offsets in the steering-wheel angle and
inertial sensors. For experimental validation, we have used
a mid-size SUV, equipped with industry-grade validation
equipment to gather data, and collected several different data
sets. The known parameters in the vehicle model has been
extracted from data sheets and bench testing.

A. Simulation Results

The statistics of the Normal-inverse-Wishart is initialized
as zero-mean with the estimated standard deviations set to
be roughly twice of the true standard deviation, and the
forgetting factor is set to A = 0.995. Fig. 1 shows the
estimated standard deviations for the lateral acceleration and
the gyro in red and the true values in black. After the initial

& .
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>

|
120 Time [s]
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Fig. 1. Estimated standard deviations (red) and true values (black) of the
lateral acceleration and gyro in simulation for N = 100 particles.
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Fig. 2. The estimated bias (red) and true bias (black) in simulation for

N = 100 particles.

transients, the estimates converge to their true values. Setting
the forgetting factor to a lower value or the initial variances
to larger values leads to faster convergence (at the cost of
larger fluctuations in steady state). The estimated offsets are
shown in Fig. 2. There is a cross-dependence between the
steering offset and the measurement offsets, especially the
acceleration measurement. However, the estimator is able to
estimate the offsets closely.

B. Experimental Results

For the experimental results, the steering-wheel angle
offset has been obtained by an offline procedure, in which
the (assumed constant) steering-wheel offset that minimizes
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Fig. 3. Estimated steering-wheel offset (red) and the ground truth (black),
as obtained by an offline optimization-based procedure, in experiments for
N = 500 particles. The results from three data sets are overlaid in the plot.
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Fig. 4. The estimated yaw rate (red) for N = 500 particles, measured

yaw rate (green), and the black line is the true yaw rate.

the errors between the ground truth inertial measurements
and the predicted vehicle trajectory has been obtained.

Fig. 3 displays the estimated steering-angle offset (red) for
three different data sets. The true value as obtained by the
offline procedure are in black. After the initial transients, the
estimated offset converges very close to the true offset. The
algorithm repeatedly finds values very close to each other,
even for different data sets.

In Fig. 4 we show the measured and true yaw rate,
respectively, together with the estimated yaw rate. The initial
values of the bias samples are set to zero. We do not have
ground truth for the bias, which is a slowly time-varying
process. However, by comparing the measured yaw rate with
the yaw rate from the validation equipment (a very high-cost,
high-precision fiber-optic gyro), we can see the instantaneous
errors between them. The plot shows the results after the
initial transients of the bias parameters. The estimated yaw
rate follows the validation sensor quite closely.

V. CONCLUSION

We developed a method for estimation of the offset
and noise characteristics found in low-cost automotive-grade
sensors. The offset and noise of the different sensors are
related through the vehicle state trajectory and the associated
estimation problem is non-Gaussian. We provided a method
based on marginalized particle filtering to solve the problem.
Tests on simulation and experimental data sets verified that
the method can accurately estimate both the offsets and
sensor variances.

[1]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]
[20]

[21]

[22]

[23]

[24]

REFERENCES

F. Gustafsson, “Automotive safety systems,” IEEE Signal Processing
Mag., vol. 26, no. 4, pp. 32-47, July 2009.

K. Reif and K.-H. Dietsche, Bosch Automotive Handbook, ser. Bosch
Invented for life. Plochingen, Germany: Robert Bosch GmbH, 2011.
T. A. Johansen, I. Petersen, J. Kalkkuhl, and J. Ludemann, “Gain-
scheduled wheel slip control in automotive brake systems,” IEEE
Trans. Contr. Syst. Technol., vol. 11, no. 6, pp. 799-811, 2003.

B. Paden, M. Cap, S. Z. Yong, D. Yershov, and E. Frazzoli, “A
survey of motion planning and control techniques for self-driving
urban vehicles,” IEEE Trans. Intell. Veh., vol. 1, no. 1, pp. 33-55,
2016.

K. Berntorp, “Path planning and integrated collision avoidance for
autonomous vehicles,” in Amer. Control Conf., Seattle, WA, May 2017.
S. Di Cairano, U. V. Kalabic, and K. Berntorp, “Vehicle tracking
control on piecewise-clothoidal trajectories by MPC with guaranteed
error bounds,” in IEEE Conf. Decision and Control, Las Vegas, NV,
Dec. 2016.

S. Thrun, M. Montemerlo et al., “Stanley: The robot that won the
DARPA grand challenge,” J. Field Robotics, vol. 23, no. 9, pp. 661—
692, 2006.

S. Solyom and J. Hultén, Physical Model-Based Yaw Rate and Steering
Wheel Angle Offset Compensation.  Berlin, Heidelberg: Springer
Berlin Heidelberg, 2013, pp. 51-58.

F. Gustafsson, S. Ahlqvist, U. Forssell, and N. Persson, “Sensor fusion
for accurate computation of yaw rate and absolute velocity,” SAE
Technical Paper, Tech. Rep., 2001.

K. Berntorp, “Joint wheel-slip and vehicle-motion estimation based
on inertial, GPS, and wheel-speed sensors,” IEEE Trans. Contr. Syst.
Technol., vol. 24, no. 3, pp. 1020-1027, 2016.

G. Baffet, A. Charara, and D. Lechner, “Estimation of vehicle sideslip,
tire force and wheel cornering stiffness,” Control Eng. Pract., vol. 17,
no. 11, pp. 1255-1264, 2009.

K. Berntorp and S. Di Cairano, “Tire-stiffness estimation by marginal-
ized adaptive particle filter,” in Conf. Decision and Control, Las Vegas,
NV, Dec. 2016.

K. Berntorp and S. D. Cairano, “Tire-stiffness and vehicle-state
estimation based on noise-adaptive particle filtering,” IEEE Trans.
Contr. Syst. Technol., vol. PP, no. 99, pp. 1-15, 2018, accepted.

A. Doucet and A. M. Johansen, “A tutorial on particle filtering and
smoothing: Fifteen years later,” in Handbook of Nonlinear Filtering,
D. Crisan and B. Rozovsky, Eds. Oxford University Press, 2009.
A. Eidehall, T. B. Schon, and F. Gustafsson, “The marginalized particle
filter for automotive tracking applications,” in Intell. Veh. Symp, Las
Vegas, NV, USA, Jun. 2005.

C. Lundquist, R. Karlsson, E. Ozkan, and F. Gustafsson, “Tire radii
estimation using a marginalized particle filter,” IEEE Trans. Intell.
Transport. Syst., vol. 15, no. 2, pp. 663-672, 2014.

B. D. O. Anderson and J. B. Moore, Optimal Filtering. Englewood
Cliffs, New Jersey: Prentice Hall, 1979.

T. B. Schon, F. Gustafsson, and P.-J. Nordlund, “Marginalized particle
filters for mixed linear nonlinear state-space models,” IEEE Trans.
Signal Processing, vol. 53, pp. 2279-2289, 2005.

C. M. Bishop, Pattern Recognition and Machine Learning. NIJ, USA:
Springer-Verlag New York, 2006.

T. Gillespie, Fundamentals of vehicle dynamics.
tive Engineers, Inc., 1992.

S. Saha and F. Gustafsson, “Particle filtering with dependent noise
processes,” IEEE Trans. Signal Processing, vol. 60, no. 9, pp. 4497—
4508, 2012.

K. P. Murphy, “Conjugate Bayesian analysis of the Gaussian distribu-
tion,” UBC, Tech. Rep., 2007.

E. Ozkan, V. Smidl, S. Saha, C. Lundquist, and F. Gustafsson,
“Marginalized adaptive particle filtering for nonlinear models with
unknown time-varying noise parameters,” Automatica, vol. 49, no. 6,
pp. 1566-1575, 2013.

C. R. Rao, Linear Statistical Inference and its Applications.
2001.

Society of Automo-

Wiley,



	Title Page
	page 2

	/projects/www/html/publications/docs/TR2018-092.pdf
	page 2
	page 3
	page 4
	page 5
	page 6


