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estimation is carried out according to the trained model. One of the practical advantages of a
GPR framework is to quantify estimation uncertainty, and hence to enable reliability assess-
ment of the battery SoC estimate. The performance of the proposed methods is evaluated by
using simulated dataset and two experimental datasets, one with constant and the other with
dynamic charge and discharge currents. The simulations and experimental results show the
superiority of the proposed methods in comparison to state-of-the-art techniques including
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Abstract—This paper presents novel machine-learning
based methods for estimating state of charge (SoC) of
Lithium-ion (Li-ion) batteries which use Gaussian process
regression (GPR) framework. The measured battery param-
eters, such as voltage, current, temperature, are used as
inputs for regular GPR whereas the SoC estimate at the
previous sample is fed back, and incorporated into the
input vector for recurrent GPR. The proposed methods
consist of two parts. In the first part, training is performed
wherein the optimal hyperparameters of a chosen kernel
function are determined to model data properties. In the
second part, online SoC estimation is carried out according
to the trained model. One of the practical advantages of a
GPR framework is to quantify estimation uncertainty, and
hence to enable reliability assessment of the battery SoC
estimate. The performance of the proposed methods is
evaluated by using simulated dataset and two experimental
datasets, one with constant and the other with dynamic
charge and discharge currents. The simulations and exper-
imental results show the superiority of the proposed meth-
ods in comparison to state-of-the-art techniques including
support vector machine (SVM), relevance vector machine
(RVM) and Neural Network (NN).

Index Terms—Battery management system, Lithium-ion
battery, recurrent/regular Gaussian process regression,
state of charge estimation.

I. INTRODUCTION

Since commercial introduction in the early 1990s, Lithium-
ion (Li-ion) batteries have become a part of daily life, i.e.,
powering electric vehicles, consumer electronics such as cell-
phones and tablets, and supporting residential photovoltaic
systems, smart grid systems, etc. Li-ion batteries have gained
increasing popularity over other types of batteries with differ-
ent chemistries due to low self-discharge rate, small memory
effect, high cell voltage, high energy density, lightweight,
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long lifetime, and low maintenance [1]. However, a battery
can support only a finite, limited number of charge and
discharge cycles. Thus, an improper use deteriorates battery’s
performance and eventually shortens its life span. Therefore,
battery management system (BMS) is of great importance in
order to ensure that a battery is operated within its specified
safety limits. One of the key tasks of the BMS is to determine
the state of charge (SoC), which is defined as the percentage of
available charge remaining in the battery. The SoC indicates
when the battery should be recharged, and hence it enables
the BMS to prolong the battery life by protecting the battery
from over-discharge and over-charge events. However, the SoC
cannot be directly measured because Li-ion batteries store
energy in a chemical form within a closed system, and this
energy cannot be directly accessed. Instead, the SoC can be
estimated based on measurable battery parameters such as
voltage, current, temperature, etc. Accurate SoC estimation
of Li-ion battery is still a challenging task due to nonlinear
battery dynamics as well as variations of operating conditions
such as temperature.

A. Literature Review

A variety of SoC estimation methods have been developed
(see e.g. [2–24]). For instance, the open circuit voltage (OCV)
method in [2], [3] was proposed to estimate the battery SoC
based on OCV measurements. However, the proposed method
is not suitable for online SoC estimation since the battery has
to be disconnected from any load for some time to reach
a steady state before measuring OCV. Also, mapping from
OCV measurements to corresponding SoC values is difficult
for batteries exhibiting a wide flat region on the OCV-SoC
curve. In contrast to the OCV method, the Columb counting
method in [4], [5] was employed to estimate the SoC during
battery operation by measuring the current and integrating it
over some time interval. This method suffers from sensitivity
to the initial SoC value, and accumulation of measurement and
calculation errors due to integration.

In order to overcome these limitations, simplified equivalent
circuit models, which approximate the battery dynamics, have
been used for SoC estimation. In particular, the authors in [6]
applied a Kalman filter (KF) to estimate the SoC of Li-ion
batteries using a linear battery model. However, the battery is
a highly nonlinear system. Therefore, the authors in [7] em-
ployed an extended Kalman filter (EKF) for nonlinear battery



state estimation. In order to further improve the accuracy, an
adaptive EKF was adopted in [8], where the noise statistics are
estimated and modified based on observation data. The recent
work in [9] developed a novel adaptive SoC estimation scheme
based on an iterated EKF, in which the joint estimation of the
SoC and model parameters is performed. The authors in [10]
estimated both the SoC of Li-ion batteries using the EKF and
the internal resistance which is directly correlated with the
battery’s state-of-health (SoH). However, the EKF linearizes
the nonlinear dynamic system, which leads to inevitable lin-
earization error, and hence compromises estimation accuracy.
To address this problem, the authors in [11], [12] estimated
the SoC of Li-ion batteries using an unscented Kalman filter
(UKF), which approximates the state distribution through a
set of sample points, called sigma points and hence avoids
model linearization at the expense of higher computational
complexity. Although the KF based SoC estimation methods
achieve acceptable estimation performance, the corresponding
estimation accuracy is strongly affected by a chosen battery
model and parameters. The authors in [13] recently showed
the impact of parameter uncertainties on the SoC estimation.

In recent years, there has been a growing interest in
machine-learning based SoC estimation methods, which elim-
inate the need for detailed physical knowledge of the battery
and learn the nonlinear relationship between the SoC and
measured quantities such as voltage, current, temperature. For
instance, the authors in [14] applied a multi-layer feedforward
neural network (NN) to estimate the SoC of Li-ion batteries as
a function of current, voltage and temperature of the battery.
The estimation accuracy of the proposed method was further
improved by applying the UKF to the SoC estimates of the
NN. Also, in [15], a hybrid SoC estimation method was
introduced based on a combination of a radial basis function
NN, an orthogonal least-squares algorithm and an adaptive
genetic algorithm. In [16], a fuzzy NN based SoC estimation
method was proposed. Additionally, the authors in [17] trained
a three layer feed-forward NN using parallel chaos immune
evolutionary programming to estimate the SoC of Nickel-metal
hydride batteries as a function of battery terminal voltage,
voltage derivative, voltage second derivative, discharge current
and temperature. The authors in [18] applied the NN to find the
state-space model of the SoC, which is then employed by the
EKF for estimating the SoC of Li-ion batteries. Moreover, the
SoC estimation methods based on a support vector machine
(SVM) were introduced in [19–24]. In particular, the SoC of
the battery was estimated as a function of current and voltage
in [19]. On the other hand, voltage, current and temperature
measurements were used as inputs to train the SVM model
and estimate the SoC in [20], [21]. In addition, the authors
in [22] developed an SoC estimation method based on the
SVM in which the hyperparameters were determined through
double search optimization process. The proposed method
was validated through simulation results obtained by using
advanced vehicle simulator [23]. The authors in [24] proposed
an SoC estimation method based on fuzzy least square SVM
and the method was validated through temperature, voltage and
current data experimentally obtained from different driving
conditions of the electric vehicle.

B. Main Contributions

In this paper, we propose novel data-driven methods for
estimating SoC of Li-ion batteries based on Gaussian pro-
cess regression (GPR) framework. In particular, the proposed
methods are built on GPR, which is a probabilistic, and
nonparametric machine learning method, to obtain predictive
probability distribution of the SoC rather than just a point
estimate of the SoC. The main contributions of this paper can
be summarized as follows:

• We developed SoC estimation methods based on recurrent
GPR and autoregressive recurrent GPR that model the
nonlinear dependence of the SoC on the voltage, current
and temperature. The recent works [25–28] applied regu-
lar GPR to estimate state of health (SoH) and SoC of Li-
ion batteries, respectively. More specifically, the authors
in [25], [26] performed prognostic predictions of battery
SoH using the number of cycles as an input to a GPR
model. The study in [27] analyzed the impact of different
covariance functions on the SoC estimation performance
of the regular GPR, where the inputs are present values
of voltage, current and temperature of the battery. Also,
the authors in [28] estimated the battery SoC using
sparse GPR, where a subset of training data points, called
inducing points are used for training the regression model
instead of an entire training dataset as in the regular GPR.
Different from these works, we proposed a new data-
driven method based on recurrent GPR to estimate SoC of
Li-ion batteries wherein the SoC estimate in the previous
discrete time instant is fed back to the input. Hence, the
measurements of the voltage, current and temperature,
together with the previous SoC estimate, are used to esti-
mate the current SoC. To further improve the estimation
accuracy, we applied an autoregressive recurrent GPR
which exploits the present and past values of voltage,
current and temperature measurements together with the
previous SoC estimate.

• Different from the work in [27], we performed a com-
parative study of the performance of the proposed meth-
ods and the state-of-the-art techniques including SVM,
relevance vector machine (RVM) and NN based SoC
estimation methods in terms of estimation error and com-
putational time. The main advantages of the GPR over
the SVM, NN and other non-Bayesian machine learning
methods are the explicit probabilistic formulation and
analytically tractable inference leading to closed-form
expressions. A Bayesian framework enables the GPR
model to quantify the confidence intervals around the
estimates, which further allows to asses the uncertainty in
the estimates and hence provide more informative outputs
than non-Bayesian models.

• Also, the GPR model has a simple parameterization and
the model parameters (e.g., hyperparameters in the kernel
function) can be computed by maximizing a marginal log-
likelihood function, which is easy to implement and flex-
ible to use, in contrast to commonly used grid-searching,
trial-and-error methods used to optimize the SVM. In
addition, hyperparameter estimation using a Bayesian



learning in the GPR model leads to a form of automatic
relevance determination. Hence, influence of each input
variable on the output can be easily determined, which
is a practical advantage of the GPR over non-Bayesian
machine learning methods.

• The proposed methods are based on data-driven models,
they can be easily applied to estimate the SoC of differ-
ent battery types and chemistries. In addition, they are
highly suitable for an online SoC estimation due to low
computational complexity in the testing stage and the fact
that they do not require a battery be disconnected from
the load to perform the SoC estimation.

The rest of the paper is organized as follows: Section
II gives a brief overview of the theory of GPR. Section
III presents an SoC estimation method using regular GPR.
Section IV introduces an SoC estimation method based on
recurrent GPR. In order to further smooth out SoC estimates,
an SoC estimation method based on autoregressive recurrent
GPR is described in Section V. Simulation and experimental
results are provided and discussed in Section VI. Finally, main
conclusions are drawn in Section VII.

II. BACKGROUND

In this section, we initially provide a brief overview of the
theory of GPR, and then introduce SoC estimation methods
based on regular GPR, recurrent GPR and autoregressive
recurrent GPR in the following sections.

Let D = (X,y) denote a training data set, comprising D-
dimensional N input vectors X = {xn}Nn=1, where xn ∈ RD,
and the corresponding outputs y = {yn}Nn=1, where yn ∈
R. It is assumed that there is an underlying latent function
f(.), which maps the inputs, xn, to their corresponding output
values, yn,

yn = f(xn) + εn, (1)

where εn denotes zero-mean additive Gaussian noise with
variance σ2

n, i.e., εn ∼ N (0, σ2
n), and {εn}Nn=1 form an

independent and identically distributed (i.i.d) sequence. The
key assumption in the GPR is that any set of function values
f = [f(x1), f(x2), . . . , f(xn)]T is distributed according to a
multivariate Gaussian distribution [29]

p(f |x1,x2, . . . ,xn) = N (0,K). (2)

Above, f = [f(x1), f(x2), . . . , f(xn)]T , and 0 is an N × 1
vector whose elements are all 0. In addition, K is a kernel
matrix, whose entries Kij = ks(xi,xj) correspond to the
values of the kernel function evaluated at each pair of training
inputs.

The kernel function plays an important role in GPR since
it encodes the prior assumptions about the properties of the
underlying latent function that we are trying to model. In this
work, we adopt the commonly used squared exponential (SE)
kernel, defined as [29]

ks(xi,xj) = ϑ20 exp
[
− 1

2

D∑
d=1

(xid − xjd
ld

)2]
, (3)

where xid and xjd correspond to d-th element of vectors xi
and xj , respectively, and Θ = [ϑ0, l1, . . . , lD]T denotes the
hyperparameters. In particular, ϑ20 quantifies the variation of
the underlying latent function from its mean; and ld represents
the characteristic length scale for each input dimension. Ef-
fectively, ld determines the relative importance of each input
variable in estimating the target output such that a smaller
value of ld implies that the corresponding input dimension
has more impact on the output and is thus more relevant.

We incorporate the additive noise term in (1) into the
aforementioned kernel function as follows:

k(xi,xj) = ks(xi,xj) + σ2
nδij , (4)

where δij denotes the Kronecker delta, which takes value 1 if
i = j and 0 otherwise. Then, the distribution of y, given the
latent function values f and the input X, is given by

p(y|f ,X) = N (f , σ2
nI), (5)

where I is an N × N identity matrix. By using (2) and (5),
the marginal distribution of y can be found to be

p(y|X) =

∫
p(y|f ,X)p(f |X)df = N (0,K + σ2

nI). (6)

Then, the marginal log-likelihood of y can be written as

log p(y|X,Θ)=−1

2
yT(K+ σ2

nI)
−1y− 1

2
log|K+σ2

nI|−
N

2
log 2π,

(7)

where |.| is the determinant of a matrix. The hyperparameters
are optimized by maximizing the marginal log-likelihood
function in (7). Therefore, we calculate the gradient of (7)
with respect to the hyperparameters in the following:

∂ log p(y|X,Θ)

∂θi
= −1

2
tr
(

(K + σ2
nI)

−1 ∂(K + σ2
nI)

∂θi

)
+

1

2
yT (K + σ2

nI)
−1 ∂(K + σ2

nI)

∂θi
(K + σ2

nI)
−1y. (8)

It should be noted that computation of the marginal log-
likelihood function and its gradient involves an inversion of
a matrix, K + σ2

nI, which requires a computational time of
O(N3). Thus, a simple implementation of the GPR is suitable
for data sets with up to few thousands training examples. For
larger data sets, sparse approximations to regular GPR based
on choosing a small representative subset of training samples
can be efficiently applied [30].

The characterization in (8) allows the use of any gradient-
based optimization method to optimize the marginal log-
likelihood function (7). Note that the objective function is in
general a nonconvex function with respect to the hyperpara-
maters, and hence the gradient-based method may converge to
a local optimum. In order to overcome this problem, gradient-
based optimization can be performed with different initial
points, and the optimal hyperparameters that yield the largest
marginal loglikelihood can be chosen. After determining the
optimal hyperparameters, we express the joint distribution of



the training outputs y and the test output y∗ as

p(y, y∗|X,x∗,Θ) = N
([

0
0

]
,

[
K + σ2

nI k∗
kT∗ k∗∗ + σ2

n

])
,

(9)
where k∗ = [k(x1,x∗), . . . , k(xN ,x∗)]T and k∗∗ =
ks(x∗,x∗). The main goal of the GPR is to find the predictive
distribution of the test output y∗ conditioned on the dataset D
and test input x∗. Hence, by marginalizing the joint distri-
bution (9) over the training dataset output y, we obtain that
the predictive distribution of the test output, y∗, is Gaussian
distributed, i.e.,

p(y∗|X,y,x∗,Θ) = N (µ∗,Σ∗), (10)

where the mean and the covariance of the predictive distribu-
tion are given, respectively, in the following:

µ∗ = kT∗ (K + σ2
nI)

−1y (11)

Σ∗ = σ2
n + k∗∗ − kT∗ (K + σ2

nI)
−1k∗. (12)

We point out that the mean of the predictive distribution µ∗ in
(11), which is effectively the point estimate of the test output,
is obtained as a linear combination of the noisy dataset outputs
y. Also, the variance of the predictive distribution, Σ∗ in (12)
serves as a measure of the uncertainty in the estimate of the
test output. Once the inversion of a matrix K + σ2

nI is done,
the computational complexity of the testing stage is O(N2)
(and O(N) for only the point estimate), which makes the
proposed method highly suitable for online operation. We note
that regular GPR is most suitable for training datasets whose
size N is up to the order of ∼ 1000. For larger datasets, a
sparse GPR is more suitable as it significantly reduces the
computational complexity at the expense of often negligible
performance degradation [28]. Overall, given that N ∼ 1000,
the memory and processing power required for implementation
of the regular GPR is relatively easily met with embedded
processors widely available on the market (e.g., [31]).

III. SOC ESTIMATION METHOD BASED ON REGULAR
GPR

In this section, we present an SoC estimation method based
on regular GPR. The SoC of the battery is defined as the ratio
of the amount of energy presently stored in the battery to its
maximum capacity [4]. In particular, a fully discharged battery
has an SoC of 0% and SoC increases while the battery is being
charged. Consequently, a fully charged battery reaches 100%
SoC.

Fig. 1: SoC estimation using regular GPR.

Fig. 1 shows the structure of the regular GPR based estima-
tor where the inputs are the voltage, current and temperature
of the battery at the sampling time k, denoted by V (k), I(k)
and T (k), respectively, and the output is the estimated SoC at

the sampling time k, represented by SoC∗(k). In particular, the
proposed method consists of two parts. In the first part, GPR
is trained offline to learn the relationship between the voltage,
current, temperature and SoC of the battery. Then, optimal
values of the hyperparameters of the chosen kernel function
are determined through conjugate gradient method based on
a training data set, D = ({xn}Nn=1,y) where xn includes the
voltage, current and temperature of the battery and y contains
the corresponding normalized SoC values. It should be noted
that SoC values in the training data set are first normalized
to have zero mean by subtracting their sample mean. In the
second part, online SoC estimation of the battery is performed
based on voltage, current and temperature measurements of the
battery. In particular, the mean of the predictive distribution in
(11) represents the SoC point estimate. In order to represent
the uncertainty in the estimates, the 100(1− α)% confidence
interval is computed by using (11) and (12) as follows:

[µ∗ − z(1−α)/2Σ
1/2
∗ , µ∗ + z(1−α)/2Σ

1/2
∗ ], (13)

where α ∈ [0, 1] represents the confidence level and z(1−α)/2
is the critical value of the standard normal distribution. In-
tuitively, the confidence interval provides a range of values
which is likely to contain the true value of the test output.
As the variance of the predictive distribution decreases, the
confidence interval gets narrower, which indicates a more
accurate estimate. From the practical point of view, the con-
fidence interval accompanying an SoC point estimate can be
used by a human expert or automatically in the BMS for the
decision making process, the specifics of which depend on
the application at hand. In addition to the battery monitoring,
the confidence interval can be utilized in a general control
framework to quantify process noises and perform stochastic
control designs [32], where without uncertainty quantification,
control design typically resorts to worst case design, resulting
in conservativeness. The entire process is described in more
detail in Algorithm 1.

IV. SOC ESTIMATION METHOD BASED ON RECURRENT
GPR

In this section, we propose a new SoC estimation method
based on recurrent GPR. In comparison to the method pre-
sented in Section III, the previously estimated SoC value at
time k − 1 is fed back to the input so that the previous SoC,
together with the measurements of the voltage, current and
temperature, are used to estimate the SoC at time k.

Fig. 2: SoC estimation using recurrent GPR.

Intuitively, the SoC value cannot abruptly change in a short
time interval. This fact can be utilized in closed-loop form
based on a feedback mechanism. Therefore, we implement



Algorithm 1 The flow chart of an SoC estimation method
using regular GPR

1: Traning part:
2: Step 1: Obtain a training data set, D = (X,y), where X

are voltage, current and temperature measurements of the
battery, and y are the corresponding SoC values.

3: Step 2: Initialize hyperparameters, Θ,
4: Step 3: Apply conjugate gradient method to find the

optimal values of the hyperparameters that minimize the
negative marginal log-likelihood function (equivalently
maximize the marginal log-likelihood function).

5: Estimation part:
6: Step 4: Obtain the mean and variance of the predictive dis-

tribution given optimal hyperparameters, training dataset,
D, and test input x∗ (i.e., present voltage, current and
temperature measurement of the battery) as follows:

µ∗ = kT∗ (K + σ2
nI)

−1y

Σ∗ = σ2
n + k∗∗ − kT∗ (K + σ2

nI)
−1k∗,

where µ∗ is the SoC estimate.

a feedback loop with one and two-tap delays, respectively
in the GPR model to improve the estimation accuracy. The
proposed method with a single-tap delay in the feedback loop
is illustrated in Fig. 2, where SoC∗(k − 1) denotes the SoC
output of the recurrent GPR model at sampling time k − 1.
In the case of feedback loop with two-tap delays, the SoC
outputs at the sampling times k − 1 and k − 2 are fed back
and included in the input vector of the proposed method.

Algorithm 1 can be modified for SoC estimation based
on recurrent GPR with a single-tap feedback loop in such
a way that the SoC estimate at the previous sample is used
as an additional entry in the input vector and hence, the
kernel function requires additional hyperparameters associated
with this entry. For instance, the SE kernel now has an extra
hyperparameter, l4 which denotes the characteristic length
scale for the previous SoC estimate.

V. SOC ESTIMATION METHOD BASED ON
AUTOREGRESSIVE RECURRENT GPR

In this section, we present an SoC estimation method using
autoregressive recurrent GPR to further smooth out the SoC
estimates.

Fig. 3: SoC estimation using autoregressive recurrent GPR.

The autoregressive recurrent GPR takes into account the
impact of the present and past values of voltage, current and
temperature as well as the previous SoC on the estimation
of the present SoC as shown in Fig. 3. Hence, the pro-
posed method improves the estimation accuracy by eliminating
abrupt changes in the SoC estimates.

VI. RESULTS AND DISCUSSION

In this section, we validate the proposed SoC estimation
methods using both simulated and experimental data. We
choose the root mean square error (RMSE) and maximum
absolute error (MAE) as the main performance metrics, which
are respectively defined as follows

RMSE =

√√√√ 1

Nt

Nt∑
i=1

(ytrue
∗,i − ŷest

∗,i)
2 (14)

MAE = max
i=1,...,Nt

|ytrue
∗,i − ŷest

∗,i|, (15)

where Nt denotes the size of test data, ytrue
∗ is a 1 × Nt

vector including SoC values of the test data and ŷest
∗ is a

1×Nt vector containing the estimated SoC values. In addition,
we also report the average computational time per data point
of all considered methods, measured by invoking tic and
toc routines in the Matlab implementation on a 4 GHz
Intel Core i5-6400 CPU computer. In general, using PC for
computational complexity evaluation provides a general under-
standing of algorithms’ computational requirements. However,
this study also has a practical significance for the scenarios
where processing power equivalent to or even larger than a
typical PC is available. For example, to enable operation of
an autonomous vehicles, strong onboard processing power is
needed to support execution of a variety of algorithms [33]. As
yet another example, we emphasize an emerging paradigm of
cloud-based computations, where cloud-based BMS is already
becoming a reality [34].

In the following subsections, we provide simulation and
experimental results to illustrate the performance of the pro-
posed methods. We compare our methods with three data-
driven methods used for battery SoC estimation, namely, the
Support Vector Machine (SVM), Relevance Vector Machine
(RVM) and Neural Networks (NN) [35]. We emphasize that
all these methods are fully optimized for each dataset used.

In particular, the SVM is tested using linear, Gaussian and
polynomial kernel of different orders, with and without data
standardization. The RVM [36] is tested using Gaussian kernel,
polynomial and homogeneous polynomial kernels of different
orders and length scales, spline kernel over different length
scales, as well as Cauchy, cubic, R, thin plate spline (TPS) and
Laplace kernels. Finally, the NN employs a single hidden layer
because of a relatively small amount of training data in each
test, which precludes using a multilayer structure. However,
the NN is optimized with respect to the number of neurons.
In the following parts, we report the optimal performance
results of the SVM, RVM and NN achieved in each considered
dataset. As an aside remark, our proposed methods are not



optimized with respect to the kernel function, and in all cases
the squared exponential kernel (2) is utilized.

A. Simulation Results

1) Simulation Dataset: The simulated battery data was
generated by using a battery model based on equivalent circuit
model including thermal equation. In particular, the simu-
lated model consists of two RC circuits (Rd1 = 0.716 mΩ,
Cd1 = 2678.49 F, Rd2 = 0.08 mΩ, Cd2 = 2678.49 F) and
one resistance (Rsct = 2.037 mΩ), which are connected in
series [37]. The initial temperature was 10◦C and the initial
SoC was set to 50%.
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Fig. 4: Simulation dataset: temperature, voltage, current and
battery SoC vs. time.

In Fig. 4, we plot the temperature, voltage, current and
SoC values as a function of time. The first 2000 samples
are used as training data to find the optimal values of the
hyperparameters while the remaining 1600 samples are used
as testing data to verify the performance of the proposed
methods. We initialize all hyperparameters with ones.

2) Performance Results:
a) SoC Estimation Method Based on Regular GPR: In

this case, we analyze and display the performance of the SoC
estimation method using the regular GPR in Fig. 5(a). The
shaded blue area represents the 95% confidence interval. The
RMSE and MAE values are given in Table I. We achieve
a relatively good accuracy with RMSE = 0.3808%, MAE =
1.8185%. We also show the difference between the actual
SoC and the estimated SoC (i.e., estimation error) vs. time
in Fig. 5(f). It is observed that when the estimation error is
higher, the estimation uncertainty is higher, and consequently,
the confidence interval is wider. On the other hand, accurate
SoC estimates result in lower uncertainty, and thus narrower
confidence intervals. This uncertainty characterization is one
of the key advantages of the GPR-based methods over non-
probabilistic machine learning methods such as the SVM,
RVM, or NN.

Another important remark is that the optimal hyperparam-
eters associated with each input variable enable us to infer

TABLE I: RMSE and MAE performance of estimators using
the simulation dataset.

Methods
RMSE

(%)
MAE
(%)

Computational
time (seconds)

Regular GPR 0.3808 1.8185 8.541e-02
Recurrent GPR

with one-tap delay
0.2692 1.3133 8.512e-02

Recurrent GPR
with two-tap delays

0.2042 0.8140 8.487e-02

Autoregressive
Recurrent GPR

0.1382 0.3536 8.003e-02

Support Vector
Machine

0.5337 2.1833 2.886e-04

Relevance Vector
Machine

0.7904 6.0401 3.826e-05

Neural Network 0.3713 1.8788 3.589e-03

the relative importance of the inputs. The optimal values
of the characteristic length scales of voltage, current and
temperature are 1.1025, 278.27 and 109.76, respectively. Note
that smaller values of the characteristic length scales imply
that the corresponding input dimension is more important
and relevant, thus we can conclude that voltage has more
impact than temperature, and temperature has more impact
than current on the SoC value.

b) SoC Estimation Method Based on Recurrent GPR: In
this case, we evaluate the performance of the SoC estimation
method using the recurrent GPR. Along with the actual SoC,
the SoC estimated using the recurrent GPR with one and
two-tap delays are shown in Fig. 5(b) and 5(c), respectively.
It is seen that the recurrent GPR gives better estimation
performance (namely, RMSE = 0.2692% and MAE = 1.3133%
in the case of one-tap delay in the feedback loop and RMSE =
0.2042% and MAE = 0.8140% in the case of two-tap delay in
the feedback loop) than the regular GPR, because the recurrent
GPR incorporates into the model the impact of the previous
SoC on the present SoC. As can be noted, using previous two
SoC estimates, i.e., two taps in the feedback loop, reduces the
RMSE and MAE achieved with a single tap by 24% and 38%,
respectively. Increasing the number of taps in the feedback
loop beyond two leads to only a slight improvement in the
performance.

The optimal characteristic length scales of the voltage,
current, temperature and previous SoC are 3.78, 507.19, 58.34
and 1.48, respectively, which further validates our intuition
about the importance of the previous SoC value.

In addition, we analyze the impact of an inaccurate ini-
tial SoC value on the performance of the SoC estimation
method based on recurrent GPR. In Fig. 5(c), we display
the estimation performance of the proposed method with two
different initial SoC values, i.e., 40% and 70%. As can be
observed, the proposed method is robust against uncertainty in
the initial conditions. As a remark, in all our tests, the initial
SoC estimate(s) needed for recurrent and autoregressive GPR
(discussed in the sequel) are obtained from the regular GPR.

c) SoC Estimation Method Based on Autoregressive Re-
current GPR: Now, we analyze the performance of SoC
estimation method using the autoregressive recurrent GPR.
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Fig. 6: RMSE vs. training data size.

In Fig. 5(d), we display the SoC estimation result based on
the autoregressive recurrent GPR with one-tap delay. The
corresponding RMSE and MAE values, and computational
times are listed in Table I.

It is seen that the autoregressive recurrent GPR effectively
smooths out the SoC estimates and hence leads to significant
improvements in the estimation accuracy. In particular, the
RMSE and MAE are reduced to the levels below 0.14% and
0.36%, respectively, which is an almost perfect fit to the actual
SoC.

In Fig. 6, we plot RMSE as a function of training data
size to illustrate how training data size affects the estimation
accuracy of the proposed methods. After the training stage,
the SoC methods are tested on the remaining data points and
the corresponding RMSE is evaluated and reported in Fig. 6.
It is seen that including more training data reduces the RMSE
and improves the estimation performance since more training

samples provides additional information, and hence the GPR
model is trained better. Increasing the training data size beyond
a certain level does not provide a substantial improvement in
the estimation performance.

d) Comparison of the Proposed Methods with the State-
of-the-art Techniques: We compare the performances of the
proposed methods with the SoC estimation methods based
on SVM, RVM and NN. The corresponding RMSE, MAE
values, and computational times are listed in Table I. As
already pointed out, we report here the best results achieved on
this particular dataset. As such, the best SVM performance is
achieved with the 2nd order polynomial kernel, the best RVM
performance is attained with the 9th order polynomial kernel
with the length scale 7.25, while the optimal NN algorithm
employs 3 neurons. As can be seen, the recurrent GPR and
autoregressive recurrent GPR outperform SVM, RVM and NN
in terms of RMSE and MAE. The regular GPR achieves
better estimation accuracy than SVM and RVM, while it has
a comparable performance as the NN. Finally, even though
the average computational time per data point of the proposed
methods is higher than that of the SVM, RVM and NN, it is
still low, making them suitable for online implementation.

B. Experimental Results

In this section, we present experimental results for SoC es-
timation performance of the proposed methods under different
operating conditions of the battery, i.e., constant and dynamic
charging/discharging.

1) Constant Charge−Discharge Test: The experimental
dataset for this test was collected from a LiMn2O4/hard-carbon



battery with a nominal capacity of 4.93 Ah in the Advanced
Technology R&D Center, Mitsubishi Electric Corporation.

In Fig. 7(a), we display the experimental dataset, includ-
ing voltage, current, temperature and SoC of the battery. In
particular, five consecutive cycles of charging and discharging
at constant 10 C-rate/h were performed using a rechargeable
battery test equipment produced by Fujitsu Telecom Networks.
The charging and discharging currents are measured in terms
of C-rate/h. In this case, 10 C-rate/h corresponds to a current
of 49.3 A and the battery will deliver its rated capacity for
6 minutes. The reference (true) SoC was obtained using the
Coulomb counting method. The sampling period was chosen
to be 1 second. The first 1050 samples are used as training data
while the remaining 950 samples are used as testing data.

In Fig. 7(b)-(e), we display the actual SoC and the estimated
SoC values attained with the proposed methods. The resulting
RMSE and MAE values are listed in Table II.

TABLE II: RMSE and MAE performance of estimators using
the experimental constant charging/discharging test dataset.

Methods
RMSE

(%)
MAE
(%)

Computational
time (seconds)

Regular GPR 1.5383 4.8503 2.323e-02
Recurrent GPR

with one-tap delay
0.5482 1.3872 2.141e-02

Recurrent GPR
with two-tap delays

0.4829 1.2758 2.131e-02

Autoregressive
Recurrent GPR

0.2762 0.5491 2.152e-02

Support Vector
Machine

1.7567 5.6604 2.968e-04

Relevance Vector
Machine

14.4304 18.8209 3.290e-05

Neural Network 0.7069 3.0042 3.676e-03

As can be observed, the recurrent GPR with one-tap delay
in the feedback loop outperforms the regular GPR, improving
the RMSE and MAE performance by around 64%, and 71%,
respectively. In [21], the authors applied the SVM to estimate
the SoC of a GBS Energy LiFeMnPO4 battery cell with a
nominal capacity of 60 Ah under a constant current profile.
In particular, three consecutive cycles of charging at 0.3 C-
rate/h and discharging at 0.33 C-rate/h were performed and
the experimental results confirmed that MAE was 6% and
RMSE 0.71%. It is seen that our proposed method based
on recurrent GPR achieves significantly better performance
with RMSE around 0.55% and MAE around 1.4% under a
constant current profile. The recurrent GPR with two taps in
the feedback loop further improves the performance, leading
to the overall reduction in the RMSE and MAE by around
69% and 74%, respectively. Finally, autoregressive recurrent
GPR leads to RMSE and MAE below 0.28% and 0.55%,
respectively.

As seen from Table II, the recurrent GPR and autoregressive
recurrent GPR give better estimation performance compared
to the SVM, RVM, and NN. As before, the SVM, RVM, and
NN are fully optimized for this dataset such that the optimal
SVM uses 2nd order polynomial kernel, the optimal RVM

employs 2nd order polynomial kernel with kernel length scale
10, while the optimal NN contains 6 neurons. The regular
GPR outperforms both SVM and RVM while NN leads to
lower estimation error compared to the regular GPR with SE
covariance function. The authors in [27] used the same dataset
and considered the impact of different covariance functions
on the performance of the regular GPR. It was shown that
the regular GPR with quasi-periodic kernel function leads to
better estimation accuracy with RMSE = 1.0648% and MAE
= 2.7701%, which outperforms NN in terms of MAE. The
challenging aspect in that dataset is to estimate SoC over time
intervals immediately following the time instants at which the
current abruptly changes. A notable example is the accuracy
achieved with the RVM, where it is observed that even fully
optimized RVM fails to find accurate SoC estimates (i.e.,
RMSE = 14.4304% and MAE = 18.8209%), as shown in Table
II. As in the previous case, the proposed methods have a low
computational time and admit online implementation.

2) Dynamic Charge Discharge Test: In this section, we
analyze the impact of dynamic operating conditions on the es-
timation performance. In particular, we consider experimental
datasets obtained from a battery employed in two standardized
driving conditions: Federal urban driving schedule (FUDS),
corresponding to urban driving, and the US06 highway driving
schedule, corresponding to driving with high acceleration and
rapid speed fluctuations. The experimental dataset as shown
in Fig. 8(a)-(b), was obtained using INR 18650-20R battery
with a rated capacity 2 Ah [38]. The initial SoC was 80% and
the initial temperature was 25◦C. The first 3000 samples of
FUDS test are employed for training the GPR models. We test
the proposed methods using the first 3000 samples of US06
driving schedule. The same approach of training an SoC model
parameters using one dataset and testing the SoC estimation
method using the other dataset is also reported in [38].

In Fig. 8(c)-(e), we show the actual SoC and the estimated
SoC values of the proposed methods. We list the resulting
RMSE and MAE values of the proposed methods and the
optimized state-of-the-art techniques in Table III. In particular,
the optimal SVM uses 2nd order polynomial kernel, the
optimal RVM employs 17th order polynomial kernel with the
length scale 2.25, while the optimal NN contains 6 neurons. As
can be seen from the table, the SoC estimation method based
on autoregressive recurrent GPR gives the best performance
among all the methods.

Finally, the computational time per data point of the pro-
posed methods depends on the size of the training data, which
is not surprising given that whole training data, along with
the hyperparameters, is utilized in the testing stage. However,
with the training data size of 3000, used in the last dataset,
the computation time per data point is still well within 1
second, which enables online implementation of the proposed
methods. As a general remark, if the training data size becomes
exceedingly large, the framework of sparse GPR can be used
to considerably reduce the computational time, at the expense
of an insignificant performance deterioration, as has been
demonstrated in [28].

Finally, we note that in all considered cases, the 95% confi-
dence interval contains the true SoC values, which validates its
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Fig. 7: (a) Experimental dataset of constant discharge/charge test: temperature, voltage, current and SoC of the battery vs. time, SoC
estimation results using (b) regular GPR, (c) recurrent GPR with one-tap delay in the feedback loop, (d) recurrent GPR with two-tap delays
in the feedback loop, (e) autoregressive recurrent GPR with one-tap delay in the feedback loop, (f) difference between the actual SoC and
the estimated SoC of the proposed methods.

accuracy. Also, the confidence interval in all cases is relatively
narrow, which indicates its usefulness.

TABLE III: RMSE and MAE performance of estimators using
the experimental dynamic charging/discharging test dataset.

Methods
RMSE

(%)
MAE
(%)

Computational
time (seconds)

Regular GPR 0.760 2.250 2.137e-01
Recurrent GPR

with one-tap delay
0.2853 0.8177 6.574e-01

Recurrent GPR
with two-tap delays

0.630 0.820 6.484e-01

Autoregressive
Recurrent GPR

0.2419 0.8119 6.542e-01

Support Vector
Machine

0.7111 2.0562 3.170e-06

Relevance Vector
Machine

0.7194 2.0499 3.629e-05

Neural Network 0.7643 2.3437 3.411e-03

VII. CONCLUSION

In this paper, we have proposed novel SoC estimation meth-
ods based on regular/recurrent GPR. The inputs to the regular
GPR-based method are voltage, current and temperature of
the battery while the previous SoC estimate is used as an
additional input for the recurrent method. The GPR model is
trained offline where the optimal hyperparameters of the kernel
function are determined. After the training stage, the SoC is
estimated online. Both experimental and simulation results val-
idate high accuracy of the proposed methods. We observe that

the recurrent GPR gives better estimation performance than
the regular GPR. Also, we further improved the estimation
performance by applying the autoregressive recurrent GPR,
which exploits the present and past values of voltage, current
and temperature measurements together with the previous SoC
estimate. As such, we achieved RMSE below 0.14% and MAE
below 0.36% under a dynamic charging-discharging condition.

The proposed methods provide confidence intervals of the
obtained point estimates, a feature stemming from the fact that
the GPR infers the probability distribution of the unknown SoC
value. Another important property of the proposed methods is
their ability to identify the relative importance of the inputs
in estimating the battery SoC.

We have further compared the performance of the proposed
methods with the state-of-the-art techniques including fully
optimized SVM, RVM, and NN. It is shown that the autore-
gressive recurrent GPR gives the best estimation performance.
Finally, we have measured that the compute time per data point
of the proposed methods is much less than the duration of 1
second, which admits their online implementation.

We believe that the SoC estimation based on the GPR
models is a stepping stone for further progress in this domain.
With that in mind, our future work will address the impact
of battery aging by combining the proposed methods with the
battery capacity degradation, which is the main indicator of
the battery SoH.
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