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Abstract

We consider a dual-stage precision manufacturing machine where a worktool is actuated
via a motion system consisting of a "fast" stage with large bandwidth but small operating
range, and a "slow" stage with smaller bandwidth but larger operating range. We design
a controller based on a recently developed tracking method for constrained systems that
guarantees enforcement of constraints and of an assigned bound on the tracking error. For
satisfying the controller assumption, we design a reference trajectory generation algorithm
that is simple and can also be executed offline. The proposed control system guarantees
correct processing of the pattern and finite processing time, for which bounds can be easily
computed.
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|. INTRODUCTION

New high performance processing machines feature com-
plex electromechanical architectures, for instance witlh-m  Fig- 1. Architecture of a dual-stage dual-axis processirghine.
tiple actuation stages where actuators with different band
widths and operating ranges are combined to process at high
rate large workpieces. Dual-stage machines are equippgflsuch reference-dependent constraints, a spatial refere
with two actuation stages, a “slow” stage with large opeti governor is developed in [7].
range but small bandwidth and acceleration limits, and a while effective, the method in [7] has still three limita-

“fast” stage with large bandwidth and acceleration limit8 b tjons: (i) the processing time and other performance metrics
small operating range. For each axis, the overall position @re suboptimal due to using a reference governor [8], which
the worktool is the sum of the positions of the two stagegnforces future constraints by constant commarids;the
along such axis, see Figure 1. Thus, the machine can rapigiference manipulation must be performed in real-time dase
process small features of the workpiece by actuating théh the predicted state at the end of the previous prediction
“fast” stage, and is still able to process large features byorizon, thus adding computations to the real-time control
superimposing the motion of the “slow” stage. algorithm; (ii7) it is not possible to predict before execution
Trajectory generation and control for dual-stage machingfe time needed to complete the processing, and finite-time
is significantly more complicated than for single stage onegsrmination may be difficult to enforce.
because it involves multiple input-single output systems | this paper we propose a different method aimed at
subject to constraints on position, velocity, and accél@na  gyercoming the above limitations. The method exploits a re-
Thus, classical methods based on frequency separation Edntly developed control design guaranteeing a trackira er
are clearly suboptimal. Instead, model predictive contrgyoyng for trajectories being the output of constrained non-
(MPC) has been proven effective for constrained multivaria,tonomous linear systems [9]. The proposed method offers
able systems in several application domains [2], [3]. Nenli the following advantages. First, it is based on robust @ontr
ear spatial MPC has been proposed for contouring contrplariant sets guaranteeing constraint satisfaction bying
of single-stage machines, based on linearizing (impjicitl commands, and hence it achieves faster processing because
or explicitly) the dynamics along the given path [4], [S].jt is |ess conservative. Second, the reference generation ¢
However, these techniques have limited applicability fope gone offline (or in parallel) to the trajectory generation
multistage machines because linearization causes edwes, ang control, thus reducing the real-time computation time.
to the trajectory not being uniquely defined, and because theird, the termination time is known before execution, and
time scale separation of the stages results in ill-comitib 5 pound can be obtained even before trajectory generation,
numerical optimization problems. For dual-stage proc@ssi ingependently of the chosen cost function. The only draw-
machines, [6], [7] propose to control only the slow stag@gack is that the robust control invariant set may increase th
subject to additional constraints that limit the distan@e b nymber of constraints in the MPC problem and hence the
tween the processing path and the slow axis position to k@mputations. This is mitigated by the fact that recursive
within the range of the fast stage. For guaranteeing fdagibi feasibility is guaranteed for any prediction horizon.

The authors are with Mitsubishi Electric Research Laboiesp Cam- '_\leXt' 'n. Section II we descrlbe_ the duaI'Stage dua.l'
bridge, MA, e-mail:di cai r ano, gol dsmi t h@wer| . com axis machine and the related tracking control problem, in
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Section Ill we discuss the bounded tracking-error algarith and on velocities and accelerations,
design for the dual-stage machine. In Section IV we syn- —i = = i
thesize the controller as an MPC strategy, and discuss its Y5 <Y<Y U S Y < Uy (4a)
properties. Finally, in Section V we report simulations orThe difference between the slow and fast stages are in
a processing pattern obtained from a CAD-CAM softwarghe bandwidth of the transfer functions in (1), where
and we discuss the improvements with respect to the methgi)v(G}.) > BW(GY), i € {x,y}, and in the constraints

n ,[\Ig]j[ \{[\_/e §L[1Rmr£{ar|z%our cganIqumnsZm Sectlﬁn Vl't ¢ in (3) and (4), wher@Jf- < Y5, §Jf > §j Instead, there is no
IO ation. 't' 0+s | + ar_lt_ ' Or’ d+_atre € SEIS 01 harticular relation between the bounds on the velocitigbef
real, nonnegative real, positive real, and integer, noateg ¢, anq fast stage in (4) for the machine considered here.

integer, positive integer numbers, and we use notatiors mf:inally, (1) is controlled in discrete-time, and, accomlio

Z[aybI)R{”: b{z IE’”ZE) asz <d b} tto ?hen?r:e mtervals.th;r the bandwidths, the sampling period for the slow stage is
ac b’ie/ ! yR[gka_e tr?note ke(; c?mpoggn g much longer than that for the fast stages = M - T/,
a, (a,b) =[a’" V'] € IS the stacked veclor, andand \ynere s € Z, and M > 1.

0 are the identity and the zero matrices of appropriate size.
For a discrete-time signal € R with sampling periodl;, A. Trajectory generation and control of dual-stage machkine

z(t) is the value at sampling instatiti.e., at imeTt, The objective of the trajectory generation and control for
denotes the predicted value ofat samplet + k, i.e., z¢1x,  dual-stage machines with dynamics (1), (2) and subject to
based on data at sampleandz, = z(t). We denote the constraints (3), (4) is to compute and make the worktool
time-domain convolution operator by reproduce a spatial path such that

Il. DUAL-STAGE PROCESSINGMACHINES: MODELING (¥*(0), ¥ () = (P*(0), p¥ (0)) |0 < p, Yo € Rig 1, (5)

AND CONTROL ARCHITECTURE )
— X Yy i 1 _
The objective of the dual-stage dual-axis (i.e., 2D) prsceswherep(a) = [p(0) p* (o))" is the spatial curve represent
ng the pattern to be processed andt Ry ;) is the curve

ing machine is to process with a specific worktool blocks o . " .

of raw material into finished parts. In order to process arametrization va_nable. CO”d't_'OF‘ (5) requires the ka
high rate the small features, e.g., less than a millimete énfogomlg:znzpa“?é pattern within a small, e.g., micron-
the worktool will be subject to large accelerations, up td A% 'o osed ?oeno;i'near spatial MPC [4], [5], we for-
severalg. Due to the large features, e.g., up to a meter, and PP ' patl » oL W

possibly multiple parts in a single block, the worktool mus{_nulate a tlme-bas_ed control algorithm and we exploit the
nme-scale separation to reduce the computational load. By

operate over a large range, e.g., some meters, and hence w . .
b 9 g 9 andard methods that are currently implemented in single

have a large mass. For achieving high precision under lar e machines. we can generate a traiectofuT/ )}, —
accelerations and with a large mass, the dual-stage machi %2 Wt 'y hT)”N hg 7 th :%{?@i 2;)1}}2‘ -
combines a slow stage and a fast stage, as shown by th (P $), @ (WTL))3n b € Zo, so thaty’( ) = 77 (t) *
schematic in Figure 1. ¢'(1), i € {x,y} satisfy (4) forj = f, (3) ;or J = s
For the machine in Figure 1, the operating range is th%nfj (5) for the giverp: < RO.*' Here, {g(hT{)}» s the
jectory of an ideal machine that has the strengths of

combination of the slow stage and fast stage ranges. T h he | f the sl dthe I
small features of the machined part can be processed by hi At st_ages, the arge range of the slow stage and the large
ﬁde|dth and high acceleration of the fast stage. Then,

acceleration movements of the fast stage, which has sm ; for the sl d h
mass and small range, while large features can be proces%% generate a trajectory for the slow stage and ensure that

by superimposing movements of the slow stage, which hé@e difference between the slow stage and the processing

large range, large mass, and hence limited acceleratiaa. T'Pl"’r‘]t_ter:n C‘Zg,?e cc;]veretz)d by the fastt Ztagz. I_Due toG:[Pe way by
model of the actuators in closed-loop with their servocon/ M€ {.q(_ ,S')}h as been generated an S"Bj_ &/( f) >
trollers can be described as BW(G?), it is enough to control the constrained slow stage

. . ‘ such that
yi(t) = G5(6) xuj(t), j e {s, [} ie {xy} (1)

_ T ’ T <y.t) —d'(t) <7y, i € {x,¥}. (6)
where y is the position,u is the position command; € ) _ . . .
(s, f} is the index of the stage (slow vs fasf)e {x,y) To this end, we solve with sampling peridd, the receding

is the index of the axisx vs y) and G;ﬂ are the closed- horizon control problem

loop transfer functions with dc-gain. For the machine ‘ . N-1 . . .
architecture considered he@; are3" order functions and min - F(yi dhg) + O DWp vire dhy)  (72)
the position of the worktool is the sum of the stage positions o k=0
. , , o , o , s.t. (1), (3), (4), where j =s (7b)
() =y (O)+ye(t) = G ()*xu’s (6)+GS (t)*uy(t), i € {x,y}. — i i —
VO =IO = GHO 4G i), 1 ) S vha i ST 79
The stages are subject to symmetric upper and lower G(Ys ke Ys kie> Us ko> Doje Wipe) <0 (7d)

bounds on operating ranges, wherei € {x,y}, N € Z is the prediction horizorl/¢, =

-7, < i <7, () [ulgjs---uln_q), F, L are the terminal and stage cost,



respectively, andj describes additional constraints. SinceMe want (8) to track within a given error boud= R, the
in (7) the constraints depend on the reference trajectomgference signat(t) generated by the reference system
recursive f§a3|b|llty is m_ge.neral not guaranteed. Here, w nE+1) = AMg(t) + Biy(t)
aim at solving the following: rt) = Cm(t)

Problem 1: Given {q(hT{)}1, h € Zo, that satisfies (4) Y
for j = f, (3) for j = s, and §°(t) = G?(t) x q(t), Wheren e R", v eR™, reRFare the reference system
i € {x,y}, satisfies (5), compute a modified reference trastate, input, and output vectors, respectively, subject to
jectory {r(tT5)}, = {(r*(tTS), ¥ (tT%))} such thaty(t) =
G'(t) x (1), i € {x,y}, satisfies (5), and desigh in (7) neR, yel. (11)
such that for any conve¥’, L, the resulting problem (7) In order to enforce the constraints (11), the input to (10)
wherer is substituted forg is convex, recursively feasible, is selected by aeference generator algorithifRGA). At
and any finite time referencly(hT)}_, is processed in everyt € Zo,, givenn(t) € C", whereC" is a known ClI
finite time with a known bound. O set of (10), (11), the RGA enforcegt + 1) € C" C R by

Problem 1 involves simultaneous reference generation agglectingy(t) € C,(n(t)) CT.
tracking control, and has attracted considerable intérest Note that the RGA is independent from the controller
recent years, see, e.g., [10]-[12]. The methods proposedsifte. Furthermore, the RGA only guarantees that (10) will
[10], [11] ensure recursive feasibility by deforming théere ~ Satisfy (11), but gives no guarantees on the satisfiabifity o
ence, and hence (5) may not be satisfied. Here we guarantB@ plant or the tracking constraints. In general, any sjgeci
that (5) is satisfied by basing our design on [9], which doeBGA that satisfies the above properties can be used.
not require the online modification of the reference signal, Problem 2: Consider (8) subject to (9), (10) subject
as long this is generated by satisfying certain assumptiond© (11), and a given tracking error bound R.. Let R}’ =

(10)

[776\15’ . ,n(t)’mt]’, N € Zy4 be a predicted reference profile
I1l. BOUNDED TRACKING CONTROL DESIGN FOR generated by RGA. Design a control law = x(z;, RY)
DUAL -STAGE MACHINES and a setX; € R™ x R™ of initial states and references

. ) ) o (r0,m0) € X from which (8) in closed-loop with: (z;, RN)
First, we introduce the following useful definitions, seegq 11 + ¢ Zo. satisfies (9) and

e.g., [13] for more detalils.

Definition 1: Givenz(t + 1) = f(z(t), u(t), w(t)) where ly(t) —r()]lee <, (12)
n m d

v € X CR", ueld CR™andw € W C R are the state, ¢, 5p, n(t) € R obtained from the RGA. O
input and disturbance vectors, respectivély; X is said to Let X% = {(z,) : @ € X, n € C,(Cax — C) €
be a robust control invariant (RCI) if B(e)}, and letc®7 C X* be a RCI set for (8), (10) subject
Va, € C,3us €U - fag, ug, wy) CC, Ywy €W, Vt € Zo,. to (9), (11) such that
ThemaximalRCI setC* in X contains all other RCI sets in (x,n) €C™"=Juel:
X. Given the RCI sef, the robustly admissible input (RAI) (Az 4+ Bu, An+ B"y) € C*", Yy € Cy(n). (13)

setforz € Cis Indeed, if (z(t),n(t)) € &y C C*", there existsu(t) € U

Culz)={uel: f(z,u,w) € C, Yw € W}. such that(z(t + 1),n(t + 1)) € X*" for every admissible
n(t+1).

The maximal RCI in (13) is in general non-convex [14]
and very hard to compute, and to use in a control algorithms.
However in [9] an algorithm for computing polyhedral
non-maximalC* " has been proposed, which is significantly

The objective of the bounded tracking control algorithneasier to use in optimization-based control algorithms for
is to ensure that a given discrete-time linear plant systefiial-stage processing machines.
subject to constraints tracks within a pre-assigned traicki B, Bounded tracking design for dual-stage machine
error bound a reference signal generated by a constraine
linear reference system driven by an unknown bounded mp%.r solving Problem 1 we formulate plant and reference

Such a reference system can provide a rich class of referencestems as in Section IlI-A, and design the polyhedral roust

S|gna}ls due to being driven by a general input signal. Wiontrol invariant set for tracking. Then, we implement the
consider a plant system

reference generation algorithm that maximizes the executi
x(t+1) = Axz(t)+ Bu(t) ) speed without deforming the spatial pattern, in order to
y(t) = Cux(t), ensure (5). While the design process is applied to both
processing axes, from now on, when possible, we omit the
superscript indexing the axese {x,y}, for simplicity.
The slow stage dynamics is realized in state space
re X, uel. (9) form (8). Since for the slow stage considered (1) is3tf

WhenW = {0}, C andC,, are simply called control invariant
and admissible input set, respectively. O

A. Bounded tracking

qn order to apply the technique that solves Problem 2

wherez € R", u € R™, y € R? are the state, input and
output vectors, respectively. System (8) is subject to



O[der,_we_ chooser = [y Us _gs]’, and hence¥ = {z : whereM is the maximum number of commands, i.e., pro-
—[Us 9s Us]" < = < [Us Us Us|'}. We model the bound cessing points, that can be executed by the fast stage in a
on the difference between the reference and the slow stag@mpling period of the slow stage, and/€t) € Z denote

position (6) by (12) withe = yy. the index of the last processed point within #e sampling
For generating the reference, we formulate a referendeterval, i.e.,r(t) = q(u(t)). We compute the reference at
system (10) as the constrained integrator time ¢ as
nt+1) = n(t)+~() (14) p(t) = r(p(t = 1), {g(h)}n) (17a)
= ). r() = ¢ (u(®), i € {xy} (17b)

\ivherer =neR ={n: Wl <gpyel={y: =< Equation (17) selects as reference the point in the sequence
~}, and# is determined as described next. For this Cho'cﬁhat:(l) is less thanl/ points away from the last point2) is
€7 =R andCy™(n) = {y € ': n+7 € R}. FIOMNOW 5 5 digtance smaller thanfrom the previous point, in each
on we can interchangeands since by (14) they are equal. ayis (3) satisfies the reference system constraints, (g

The value ofy represents the maximum rate of changgnaximizes the progress, i.e., the point that makes the eount
of the reference. Thus, |f_ it is too large, the referenc_e may grow larger. Condition¢1)—(4) provide as next reference
be too fast for the machine to follow,_vyh_lch results in anpe point that maximizes the progress in processing, due
empty RCI seC*". On the other hand, if it is too small, the 5 (4) while being an admissible value for the reference
reference moves slowly, which results in loss of produgtivi system, due td2) and (3), and ensuring that the fast stage

We choosey by can receive the required commands to track the points during
5= argmin W(¥,C"") (15a) the next slow stage sampling period, dug(tg. Thus, (17),
gl gives the fastest trajectory that can be processed by tHe dua
st CPT#D (15b)  stage machine by the bounded tracking control method in
9+(7) <0 (15c) Section IlI-A.

The optimization problem in (16) is trivial to solve by
canning the ideal trajectory backwards frémpoints ahead
of the last processed points and verifying the satisfaction
f the constraints. Verification of the constraints is also
ple, because all the constraints are linear. Note that th
erences are chosen among the pointgdth)},, which

where (15c¢) formulates additional constraintsyoand (15a)
determines the objective to be optimized. For the dua
stage machine we considérny,C*") = —3, which results
in the largest bound on the reference rate, and hence t
fastest reference motion. In general, (15) is nonconvek, bHef

sm(;:ether? is only ohneWVﬁrllabtlﬁ_, it can t(;e solved gE)”d?.m%eans that the reference generation process does not modify
and bisection search. e this procedure may be tmg, positions of processing points, but only their timingist

consuming, It s performed only once _at d_eS|gn, an_d bl‘é of key importance because it means that the spatial patter
computmg the _RCI as in [9] the solution is found in s not deformed, only its processing speed is reduced to
relatively short time. enforce constraints. Hence, starting from an ideal trajgct
that satisfies (5), the reference trajectory will also $§a{i5).
C. Reference trajectory generation Remark 1:1tis important to notice that (17), is completely
The final component for implementing the control Strat_independent of the plant system §tate, which_means that, as
opposed to the reference generation method in [7], the RGA

egy is the reference generation algorithm, RGA. As mend ¢ d 1o b ted duri ina. but it
tioned in Section I, from the spatial patterp(c) = 0€s not need fo be executed during processing, but 1t can

*(0) p* ()], o € Ryg.1y, an ideal trajectory{q(hT)}, — be performed even before the control algorithm starts.

{(*(hTL), ¢¥ (WT))}n, h € Zoy is generated for an ideal

single stage machine that has the favorable features of both V. MPC FORBOUNDED TRACKING CONTROL FOR
stages. Such an ideal trajectory will in general be infdasib DUAL -STAGE PROCESSINGMACHINES

for the actual machine that has a limited range fast stage and )

a slowly moving slow stage. Thus, the reference generation Next, we formulate the control problem (7) using the
algorithm needs to slow down the ideal trajectory to makgbust control invariant for bounded tracking (13) destjne
it feasible. For bounded tracking error control, a feasibléor the dual-stage machine according to Section IlI-B, to
reference trajectory satisfies (10), (11) for the referendéack there reference generated according to (17).

dynamics described in Section I1I-B. We formulate the dynamics in input incremental form,
Let the functionx(u, {¢(h)}n) be defined by Z(t+ 1) = Az(t) + Bo(t) (18)
K, {g(h)}n) = g&l{%ﬁ” pts (1623)  \where: = [’ v), v is the1-step delayed position command
o i i _ for the slow stage, i.e.p(t) = wus(t — 1). Thus, the
8.t |€ (c+u)—q g” <7 (16b) input to (18) is the step-to-step change in the reference
q'(c+p)ec”™, (16¢) () = uy(t) — us(t — 1). Given the reference trajectory

i€{x,y}, Ry = [roj¢ ... mnp¢] generated by the RGA (17), the bounded



tracking MPC finite horizon optimal control problem is 0.25
V(x(t) =
N-1 0.2
i F@ ) + 2 L@ s i) (192)
_ - 0.15r
s.t. Thy1t = Ad_ikhg + ka\t (19b) =3
(g, rrpe) € C71 (19c) » o1l
To;p = Z(t). (19d) '

whereF'(z,n) > 0 for all , r, andL(z,n,v) > 0 are convex

terminal and stage cost, respectivély,= [v; ... vn_1)¢] iS

the optimizer,X; = [v(’;‘t e ”7v-1\t] is the optimal solution,

andU; = U, (Y7, v(t)) is the optimal control input sequence 0

at timet¢ computed fromv(t) and ;. Next, we discuss the

properties of the proposed control design, where the proots

are omitted due to limited space. Fig. 2. Processed pattern (red) covering the desired paiti¢hin p, slow
Theorem 1: Consider the MPC controller that at any timestage motion (black), and points where the RGA imposes togs® less

than M=150 points (red).

t € Zoy solves (19), wherey,, = rpy1—1 andry, =

q(unye), pnje = K(unj—1, {a(h)}r). If (19) is feasible at

t € Zo4, then (19) is feasible at any e Zy, 7 > t. O
Theorem 2:Let {q(hT{)}?_, be a finite-time trajec- —0.2f

tory such that for allh, q((h + 1)TY) — q(hTS) € 04l

0.05¢

005 01 015 02 025
x[m]

(@)

0.3

C1>(q(hTY)). Then, the total processing time obtainec =
by (17), (19) isT < hTs. Furthermore, if for allh € oy
Zyo ) miny, IC2*(q (hTf))| > ¢ > 0, then the total pro- 0

cessing time is also bounded 45 < T#(h/M + L/¢),

where £ = Zze{x v} L;, and £; is the traveled distance

along i axis for {q(hT/)}_,. A value of ¢ is p = =02

min{7, minie (x.y) mezo 5 10:(8) — 72 lai(h) — 1}, O S01
Theorem 1 follows from the properties of the RCI sel ™ Y

and of the RGA. Theorem 2 follows from the RGA, from of

the properties o€2>(r), and provides a valid bound when 0

{q(rT{)}h_, does not reach a border of the slow stage

range. The bounds computed from Theorem 2 are CONS@ty. 3. Position of the slow stage, y axes (blue) and constraints (black)

vative, but they apply even before the RGA is executed odue to the reference and fast stage range

the pattern, which can be done offline since the RGA does

not use the plant system state. Note that for bounding the

processing time, besides the pattern length, only the numb’éﬂd T = 30[ns For the glven machine whegg = 25mm,

of points 1 is needed. If the latter is available, the bound/s = 1m, g, = 1m/s, j, = 19.6m/s’, (15) results in

on the processing time can be computed from only the = 0.0183, giving a maximum reference speed6dfimm/s.

patternp(c), even before the ideal trajectofy(hT/)};_, The results are reported in Figures 2-5.

is generated. Based on Theorems 1, 2, the following holds Figure 2 shows the processed pattern, which covers the

directly. desired pattern withirp = 50pm, the motion of the slow
Corollary 1: The control strategy based on (17), (19)stage obtained by the proposed method, and the points
solves Problem 1. OO0 where the RGA reduces the processed points per sample
to guarantee that (11) is satisfied. Based on Theorem 2, an

V. SIMULATION RESULTS upper bound to the processing time %§.6s is obtained,

The algorithm based on (17), (19) has been designethile the actual processing time48.2 seconds. The bound
for a real machine with2 orders of magnitude time-scale is larger, due to the conservativeness of the computations,
separation between the stages. The simulation pattern bist still indicative.
obtained from a CAD design of multiple parts. As previously Figure 3 shows the slow stage position foandy axes,
discussed,{q(hT/)}, is generated by a standard CAMand the constraints related to the allowed distance from
algorithm using the dynamics of the fast stage and thine RGA reference, which guarantees that the pattern is
operating range of the slow stage. The algorithm baseffectively processed by the fast stage.
on (17), (19) is implemented with a prediction horizon of Table | compares the results obtained by the method
N = 20 steps, a ratio of the stage sampling perddd= 150, proposed here with those obtained by the method in [7],



Method | time[s] | max accel.[m/] | mean accel. [nA | mean vel. [mm/s] mean track errorfmm]

RG-MPC(N = 20) | 45.42 | (10.64,17.97) (0.75,0.96) (19.13,24.72) (12.80, 14.96)

BT-MPC(v =20) | 43.20 | (11.14,11.82) (0.83,1.05) (21.52,27.17) (11.81,13.40)

BT-MPC(v =1) | 43.20 | (19.52,19.52) (1.06,1.23) (27.26,31.78) (11.88,13.71)
TABLE |

RESULTS(x, y) FOR THE METHOD PROPOSED HEREBT-MPC)FORN = 20, N = 1 AND THE METHOD IN [7] (RG-MPC)FORN = 20.

y*[m]
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Fig. 4. \Velocity and acceleration of the slow stageaxis (blue) and
constraints (black).
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Fig. 5. \Velocity and acceleration of the slow stageaxis (blue) and
constraints (black)

the solver in [15] executes in real time.

We have proposed a control design for dual-stage dual-axis
processing machines for precision manufacturing based on
RCI sets. With respect to previously proposed methods, the
advantages are the possibility of executing the RGA offline,
the use of less conservative constraints, and the guachntee

VI. CONCLUSIONS

finite-time termination with an easily computable bound.

These result in improved processing time as shown in a

realistic case study.

(1]
(2]

(31

(4]

(5]

(6]

(7]

(8]

El

[10]

both for N = 20, and with those obtained with the method;;;

proposed here withV = 1. When N = 20 is considered,
the new method reduces the processing time by abas.
Also, the mean tracking error of the slow stage is reduce
To achieve that, the mean acceleration and mean velocity
the slow stage are slightly higher, but still significantiyvier

i

o8]

than those that would be obtained by a single stage machirgleﬂ'.]

When the horizon is reduced t& = 1, the processing

time does not change, but the mean acceleration and veloc[i’t§]

increase significantly, due to the shorter preview. Findtlig

worth mentioning that despite the RCI constraints intreduc

ing some additional effort, the controller implementedhwit
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