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Abstract
The High Efficiency Video Coding standard has recently been extended to support efficient
representation of multiview video and depth-based 3D video formats. The multiview exten-
sion, MV-HEVC, allows efficient coding of multiple camera views and associated auxiliary
pictures, and can be implemented by reusing single-layer decoders without changing the block-
level processing modules since block-level syntax and decoding processes remain unchanged.
Bit rate savings compared to HEVC simulcast are achieved by enabling the use of inter-
view references in motion-compensated prediction. The more advanced 3D video extension,
3D-HEVC, targets a coded representation consisting of multiple views and associated depth
maps, as required for generating additional intermediate views in advanced 3D displays. Ad-
ditional bit rate reduction compared to MV-HEVC is achieved by specifying new block-level
video coding tools, which explicitly exploit statistical dependencies between video texture
and depth, and specifically adapt to the properties of depth maps. The technical concepts
and features of both extensions are presented in this paper.

2015 IEEE Transactions on Circuits and Systems for Video Technology

This work may not be copied or reproduced in whole or in part for any commercial purpose. Permission to copy in
whole or in part without payment of fee is granted for nonprofit educational and research purposes provided that all
such whole or partial copies include the following: a notice that such copying is by permission of Mitsubishi Electric
Research Laboratories, Inc.; an acknowledgment of the authors and individual contributions to the work; and all
applicable portions of the copyright notice. Copying, reproduction, or republishing for any other purpose shall require
a license with payment of fee to Mitsubishi Electric Research Laboratories, Inc. All rights reserved.

Copyright c© Mitsubishi Electric Research Laboratories, Inc., 2015
201 Broadway, Cambridge, Massachusetts 02139





 1

  
Abstract—The High Efficiency Video Coding standard has re-

cently been extended to support efficient representation of mul-
tiview video and depth-based 3D video formats. The multiview 
extension, MV-HEVC, allows efficient coding of multiple camera 
views and associated auxiliary pictures, and can be implemented 
by reusing single-layer decoders without changing the block-level 
processing modules since block-level syntax and decoding pro-
cesses remain unchanged. Bit rate savings compared to HEVC 
simulcast are achieved by enabling the use of inter-view refer-
ences in motion-compensated prediction. The more advanced 3D 
video extension, 3D-HEVC, targets a coded representation con-
sisting of multiple views and associated depth maps, as required 
for generating additional intermediate views in advanced 3D 
displays. Additional bit rate reduction compared to MV-HEVC is 
achieved by specifying new block-level video coding tools, which 
explicitly exploit statistical dependencies between video texture 
and depth, and specifically adapt to the properties of depth maps. 
The technical concepts and features of both extensions are pre-
sented in this paper. 

 
Index Terms—High Efficiency Video Coding (HEVC), Mul-

tiview HEVC (MV-HEVC), 3D-HEVC, Joint Collaborative  Team 
on 3D Video Coding Extensions (JCT-3V), Moving Picture Ex-
perts Group (MPEG), Video Coding Experts Group (VCEG), 
standards, video compression. 

I. INTRODUCTION 

applications have attracted wide interest in recent 
years. While much of the emphasis has been on stere-

oscopic displays, which require glasses to enable depth per-
ception, a new generation of auto-stereoscopic displays, which 
emit different pictures depending on the position of the ob-
server’s eyes and do not require glasses for viewing, are start-
ing to emerge and become commercially available [1][2]. The 
latter often employ depth-based image rendering techniques to 
generate a dense set of views to the scene [3]. In order to ren-
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der these views with acceptable quality, it is desirable to use 
high-quality depth maps, which need to be represented and 
coded along with the texture. Depth maps can be estimated 
from a stereo or multi-camera setup using stereo correspond-
ence techniques [4]. They could also be acquired by a special 
depth camera; this particular area has seen notable advances in 
recent years with designs based on structured light [5] or time-
of-flight based imaging [6]. Finally, depth information is an 
integral part of computer-generated imagery, which is popular 
in many cinema productions. 

To address the above needs and leverage the state-of-the-art 
compression capabilities offered by the High Efficiency Video 
Coding (HEVC) standard [7][8], a vision for the next-
generation 3D video format was published by MPEG [9] with 
the aim to develop a 3D video format that could facilitate the 
generation of intermediate views with high compression capa-
bilities in order to support advanced stereoscopic display func-
tionality and emerging auto-stereoscopic displays. Following 
this, a reference framework that utilized depth-based image 
rendering was prepared so that candidate technology could be 
evaluated. A key challenge was generating high-quality depth 
maps for the available multiview video sequences and prepar-
ing anchor material with sufficiently high quality. It was also 
critically important to define an appropriate evaluation proce-
dure, as no well-defined process for evaluating the impact of 
depth coding and rendering results existed. It was ultimately 
decided to measure the PSNR of both coded and synthesized 
views as well as subjectively assess the quality on stereoscopic 
and autostereoscopic multiview displays. 

In 2011, a Call for Proposals (CfP) was issued based on a 
specified set of requirements and the defined evaluation pro-
cedure [10], which solicited technology contributions for both 
the AVC (Advanced Video Coding) and HEVC coding 
frameworks. The responses demonstrated that substantial 
benefit over existing standards could be achieved. As a result, 
the ISO/IEC MPEG and ITU-T VCEG standardization bodies 
established the Joint Collaborative Team on 3D Video Coding 
Extensions Development (JCT-3V) in July 2012, mandated to 
develop next-generation 3D coding standards with more ad-
vanced compression capability and support for synthesis of 
additional perspective views, covering both AVC and HEVC 
based extensions. For the HEVC development, a first version 
of the reference software was contributed by proponents of 
top-performing responses to the CfP [11]. Based on this soft-
ware platform, which also included tools for view synthesis 
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and synthesized view distortion based rate-distortion optimiza-
tion [12], a range of core experiments were conducted over a 
period of three years in order to develop all major aspects of 
the specifications that are described in this paper. As part of 
this, the JCT-3V has developed two extensions for HEVC, 
namely the Multiview HEVC (MV-HEVC) [13], which is 
integrated in the second edition of the standard [14], and 3D-
HEVC [15], which was completed in February 2015 and will 
be part of the third edition. 

MV-HEVC comprises only high-level syntax (HLS) addi-
tions and can thus be implemented using existing single-layer 
decoding cores. Higher compression (compared to simulcast) 
is achieved by exploiting redundancy between different cam-
era views of the same scene. 3D-HEVC aims to compress the 
video-plus-depth format more efficiently by introducing new 
compression tools that a) explicitly address the unique charac-
teristics of depth maps, and b) exploit dependencies between 
multiple views as well as between video texture and depth. 
Due to this, 3D-HEVC provides further benefits primarily in 
application scenarios requiring video texture and depth as e.g. 
more advanced 3D displays. 

It is noted that MV-HEVC follows the same design principle 
as multiview video coding (MVC), the multiview extension of 
H.264/MPEG-4 AVC [16][17]. Moreover, since MV-HEVC 
and 3D-HEVC were developed in parallel with the scalable 
extension of HEVC (SHVC [18]), all extensions share a basic 
inter-layer prediction design utilizing almost the same HLS. 
The common design enables a single texture base view to be 
extracted from MV-HEVC, SHVC and 3D-HEVC bitstreams, 
which is decodable by a Main profile compliant HEVC decod-
er. Also, a 3D-HEVC encoder can generate a bitstream that 
allows the stereoscopic texture views to be decoded by an 
MV-HEVC decoder. Further aspects of these designs will be 
explained in the following sections. 

The rest of this paper is organized as follows. In the next 
section, basic concepts of multi-layer coding in HEVC are 
explained. Section III outlines the specific aspects of the HLS 
design for MV-HEVC and 3D-HEVC. Section IV describes 
the new coding tools that are specified in 3D-HEVC. Sec-
tion V provides definitions of conformance points, i.e., pro-
files defined for MV-HEVC and 3D-HEVC. Section VI re-
ports the compression performance of the two extensions. 
Conclusions and outlook are given in Section VII. Note that 
only the MV-HEVC and 3D-HEVC extension parts of HEVC 
are discussed in this paper, while a description of the first 
edition of HEVC [7] can be found in [8]. 

II. MULTI-LAYER CODING DESIGN 

MV- and 3D-HEVC, as well as SHVC, employ a multi-
layer approach where different HEVC-coded representations 
of video sequences, called layers, are multiplexed into one 
bitstream and can depend on each other. Dependencies are 
created by inter-layer prediction to achieve increased com-
pression performance by exploiting similarities among differ-
ent layers. 

In MV- and 3D-HEVC a layer can represent texture, depth 
or other auxiliary information of a scene related to a particular 

camera perspective. All layers belonging to the same camera 
perspective are denoted as a view; whereas layers carrying the 
same type of information (e.g., texture or depth) are usually 
called components in the scope of 3D video (and should not be 
mistaken in the following with the color components compos-
ing a picture as defined in HEVC [7]). 

Fig. 1 shows a typical coding structure for pictures, includ-
ing four layers of two views and two components (texture and 
depth) for each of the shown two time instances: By design 
choice, all pictures associated with the same capturing or dis-
play time instance are contained in one access unit (AU) and 
have the same picture order count (POC). The layer of the first 
picture within an AU is usually denoted as the base layer. 
Unless the base layer is external (e.g., when using hybrid 
codec scalability as described in Section III.A.7), it is required 
to conform to an HEVC single-layer profile, and hence to be 
the texture component of the base view. The layers of the 
pictures following the base layer picture in an AU are denoted 
as enhancement layers or non-base layers, and the views other 
than the base view are denoted as enhancement views or non-
base views. In an AU the order of views is required to be the 
same for all components. To facilitate combined coding, it is 
further required in 3D-HEVC that the depth component of a 
particular view immediately follows its texture component. An 
overview of dependencies between pictures in different layers 
and AUs is depicted in Fig. 1 and further discussed below. 
Note that enhancement-layer random access point pictures are 
usually coded using inter-layer prediction, thus are not neces-
sarily only intra-picture predicted. 

A. MV-HEVC Inter-Layer Prediction 

A key benefit of the MV-HEVC architecture is that it does 
not change the syntax or decoding process required for HEVC 
single-layer coding below the slice level. This allows re-use of 
existing implementations without major changes for building 
MV-HEVC decoders. 

Beyond conventional temporal inter-picture prediction 
(marked (A) in Fig. 1), using pictures of the same view and 
component however in different AUs, MV-HEVC allows 
prediction from pictures in the same AU and component but in 
different views, in the following denoted as inter-view predic-
tion (V). For this, the decoded pictures from other views are 
inserted into one or both of the reference picture lists of a 
current picture. As in MVC [16], a concept is followed where 
temporal reference pictures of the same view and inter-view 
reference pictures of the same time instance can appear in any 

 
Fig. 1. Typical coding structure and picture dependencies of MV-HEVC, and 
additional dependencies for 3D-HEVC texture-only coding and 3D-HEVC 
texture-and-depth coding. 
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positions of the reference picture list. However, MV-HEVC 
uses a more flexible reference picture management design, as 
discussed in Section III. 

This way, the motion vectors (MVs) may be actual temporal 
motion vectors (subsequently denoted as TMVs) when related 
to temporal reference pictures of the same view, or may be 
disparity MVs (DMVs) when related to inter-view reference 
pictures. Existing block-level HEVC motion compensation 
modules can be used which operate the same way regardless 
of whether an MV is a TMV or a DMV. 

In HEVC single-layer coding, motion information (MV and 
reference index) for a current prediction block (PB) can be 
coded in merge mode or using advanced motion vector predic-
tion (AMVP). In both modes a list of candidates is created 
from the motion information of spatial or temporal neighbor-
ing PBs. In this process MVs from neighboring blocks may be 
temporally scaled, by 1) multiplying the POC difference be-
tween the picture of the current PB and its reference picture; 
and 2) dividing the POC difference between the picture of the 
neighboring PB and its reference picture. 

In MV-HEVC, pictures in the same AU are coded with the 
same POC, therefore the POC of an inter-view reference pic-
ture is the same as the current picture and the MV scaling 
might fail due to a division or multiplication by zero. To avoid 
this, inter-view reference pictures in MV-HEVC are always 
marked as long-term reference pictures. This way, a mecha-
nism of the block-level design in HEVC version 1 (referred to 
as motion hook) can be used, which disables scaling of MVs 
associated with long-term reference pictures [19]. Moreover, 
since DMVs are related to spatial distance and TMVs to tem-
poral distance, prediction between DMVs and TMVs is ineffi-
cient. Therefore, an MV of a neighboring PB can be a candi-
date for the current PB in HEVC single-layer coding only 
when the related reference pictures of the current and the 
neighboring PB are both marked as long-term reference pic-
tures or are both marked as short-term reference pictures. The 
motion hook as described above allows MV-HEVC to effi-
ciently reuse motion prediction in HEVC single-layer coding 
with the HLS-changes-only design. 

B. 3D-HEVC Inter-Layer Prediction 

For increased compression performance, 3D-HEVC extends 
MV-HEVC by allowing new types of inter-layer prediction. 
As indicated in Fig. 1, the new prediction types are: a) com-
bined temporal and inter-view prediction (A+V), referring to a 
picture in the same component but in a different AU and a 
different view; b) inter-component prediction (C), referring to 
pictures in the same AU and view but in a different compo-
nent; and c) combined inter-component and inter-view predic-
tion (C+V), referring to pictures in the same AU but in a dif-
ferent view and component. A further design change com-
pared to MV-HEVC is that, besides sample and motion infor-
mation, residual, disparity and partitioning information can 
also be predicted or inferred. A detailed overview of depend-
encies and reference and predicted information of 3D-HEVC 
coding techniques is provided in Table I. 

C. Limitations of Inter-Layer Prediction 

Since inter-view prediction in both MV- and 3D-HEVC is 
achieved through block-based disparity compensation (in 
contrast to full epipolar geometric transformations), the coding 
tools described in this paper are most efficient when the view 
signals are aligned in a one-dimension linear and coplanar 
arrangement. This can be achieved through camera setup or 
pre-processing of the sequences through a rectification pro-
cess. While the standard does not impose any limitations re-
garding the arrangement of multiview video sequences, the 
coding efficiency can be expected to decrease when there is 
significant misalignment, similar as with MVC [20]. 

A second assumption is that texture and depth pictures in 
the same AU and view are spatially aligned (or have been 
appropriately registered), such that samples at equal positions 
represent the same point of the depicted scene. If they are not 
aligned, the effectiveness of coding tools with a dependency 
between texture and depth components decreases. 

III.  MV-  AND 3D-HEVC HIGH-LEVEL SYNTAX  

High-level syntax (HLS) is an integral part of a video codec. 
An important part of it is the network abstraction layer (NAL), 
providing a (generic) interface of a video codec to (various) 
networks/systems. HEVC (single-layer coding) HLS was 
designed with significant consideration of extensibility mech-
anisms. These are also referred to as hooks, which basically 
allow future extensions to be backward compatible to earlier 
versions of the standard. Important HLS hooks in HEVC in-
clude: a) Inclusion of layer identifier (ID) in the NAL unit 
header, whereby the same NAL unit header syntax applies to 
both HEVC single-layer coding and its multi-layer extensions; 
b) Introduction of the video parameter set (VPS), which was 
introduced mainly for use with multi-layer extensions, as VPS 
contains cross-layer information; c) Introduction of the layer 
set concept and the associated signaling of multi-layer hypo-
thetical reference decoder (HRD) parameters; d) Addition of 
extensibility for all types of parameter sets and slice header, 
which allows the same syntax structures to be used for both 
the base layer and enhancement layers without defining new 
NAL unit types and to be further extended in the future when 
needed. 

A common HLS framework has been jointly developed for 
MV-HEVC (which is largely applicable to 3D-HEVC as well) 
and SHVC. This section focuses on the new HLS features 
developed for the three multi-layer HEVC extensions com-
pared to HEVC single layer coding HLS, for which an over-
view can be found in [21]. After the discussion of the common 
HLS, deviations of the 3D-HEVC HLS from MV-HEVC HLS 
are highlighted. 

A. Common HLS for Layered HEVC Extensions 

1) Parameter Set and Slice Segment Header Extensions: 
The VPS has been extended by adding the VPS extension 
structure to the end, which mainly includes information on: a) 
Scalability type and mapping of NAL unit header layer ID to 
scalability IDs; b) Layer dependency, dependency type, and 
independent layers; c) Layer sets and output layer sets; d) Sub-
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layers and inter-layer dependency of sub-layers; e) Profile, 
tier, and level (PTL); f) Representation format (resolution, bit 
depth, color format, etc.); g) Decoded picture buffer (DPB) 
size; h) Cross-layer video usability information (VUI), which 
includes information on cross-layer picture type alignment, 
cross-layer intra random access point (IRAP) picture align-
ment, bit rate and picture rate of layer sets, video signal format 
(color primaries, transfer characteristics, etc.), usage of tiles 
and wavefronts and other enabled parallel processing capabili-
ties, and additional HRD parameters. 

It should be noted that the VPS applies to all layers, while 
in the AU decoding order dimension it applies from the first 
AU where it is activated up to the AU when it is deactivated. 
Different layers (including the base layer and a non-base lay-
er) may either share the same sequence parameter set (SPS) or 
use different SPSs. Pictures of different layers or AUs can also 
share the same picture parameter set (PPS) or use different 
PPSs. To enable sharing of SPS and PPS, all SPSs share the 
same value space of their SPS IDs, regardless of the layer ID 
values in their NAL unit headers; the same is true for PPSs. 

Among other smaller extensions, the slice segment header 
has been extended in a backward compatible manner by add-
ing the following information: a) The discardable flag that 
indicates whether the picture is used for at least one of tem-
poral inter-picture prediction and inter-layer prediction or 
neither (when neither applies the picture can be discarded 
without affecting the decoding of any other pictures in the 
same layer or other layers); b) A flag that indicates, whether 
an instantaneous decoder refresh (IDR) picture is a bitstream 
splicing point (if yes, then pictures from earlier AUs would be 
unavailable as references for pictures of any layer starting 
from the current AU); c) Information on lower-layer pictures 
used by the current picture for inter-layer prediction; and d) 
POC resetting and POC most significant bits (MSB) infor-
mation. The latter two sets of information are used as the basis 
for derivation of the inter-layer reference picture set (RPS) and 
for guaranteeing cross-layer POC alignment, both of which are 
discussed later. 

2) Layer and Scalability Identification: Each layer is associ-
ated with a unique layer ID, which must be increasing across 
pictures of different layers in decoding order within an AU. In 
addition, a layer is associated with scalability IDs specifying 
its content, which are derived from the VPS extension and 
denoted as view order index (VOI) and auxiliary ID. 

All layers of a view have the same VOI. The VOI is re-
quired to be increasing in decoding order of views. Further-
more, a view ID value is signaled for each VOI, which can be 
chosen without constraints, but should indicate the view's 
camera position (e.g., in a linear setup). 

The auxiliary ID signals whether a layer is an auxiliary pic-
ture layer carrying depth, alpha or other user defined auxiliary 
data. By design choice, auxiliary picture layers have no nor-
mative impact on the decoding of non-auxiliary picture layers 
(denoted as primary picture layers). 

3) Layer Sets: The concept of layer sets was already intro-
duced in HEVC version 1. A layer set is a set of independently 
decodable layers that conventionally contains the base layer. 

Layer sets are signaled in the base part of the VPS. During the 
development of the common multi-layer HLS, two related 
concepts, namely output layer sets (OLSs) and additional layer 
sets, were further introduced. An OLS is a layer set or an addi-
tional layer set for which the target output layers are specified. 
Non-target-output layers are for example those layers that are 
used only for inter-layer prediction but not for output/display. 
An OLS can have two layers for output (e.g., stereoscopic 
viewing) but contain three layers. An HEVC single-layer 
decoder would only process one target output layer, i.e., the 
base layer, regardless of how many layers the layer set con-
tains. This is the reason why the concept of OLSs was not 
needed in HEVC version 1. 

An additional layer set is a set of independently decodable 
layers that does not contain the base layer. For example, if a 
bitstream contains two simulcast (i.e., independently coded) 
layers, then the non-base layer itself can be included in an 
additional layer set. This concept can also be used for signal-
ing the PTL for auxiliary picture layers, which are usually 
coded independently from the primary picture layers. For 
example, a depth or alpha (i.e., transparency) auxiliary picture 
layer can be included in an additional layer set and indicated 
to conform to the Monochrome (8 bit) profile, regardless of 
which single-layer profile the base (primary picture) layer 
conforms to. Without such a design, many more profiles 
would need to be defined to handle all combinations of auxil-
iary picture layers with single-layer profiles. To realize the 
benefits of this design, a hypothetical independent non-base 
layer rewriting process was specified, which "transcodes" 
independent non-base layers to a bitstream that conforms to a 
single-layer profile. 

By design choice, an additional layer set is allowed to con-
tain more than one layer, e.g., three layers with layer ID values 
equal to 3, 4, and 5, where the layer with layer ID equal to 3 is 
an independent non-base layer. Along with this, a bitstream 
extraction process for additional layer sets was specified. 
While the extracted sub-bitstream does not contain a base 
layer, it is still a conforming bitstream, i.e., the multi-layer 
extensions of HEVC allow for a conforming multi-layer bit-
stream to not contain the base layer, and compliant decoding 
of the bitstream may not involve the base layer at all. 

4) Profile, Tier, and Level (PTL): Compared to earlier mul-
ti-layer video coding standards, a fundamentally different 
approach was taken for MV-HEVC and SHVC for the specifi-
cation and signaling of interoperability points (i.e., PTL in the 
context of HEVC and its extensions). Rather than specifying 
PTL for an operation point that contains a set of layers, PTL is 
specified and signaled in a layer-specific manner in MV-
HEVC and SHVC. Consequently, a decoder that is able to 
decode two-layer bitstreams with 1080p@30fps at the base 
layer and 1080p@60fps at the enhancement layer should ex-
press its capability as a list of two PTLs equivalent to {Main 
profile Main tier Level 4, Multiview Main profile Main tier 
Level 4.1}. A key advantage of this design is that it facilitates 
easy decoding of multiple layers by reusing single-layer de-
coders. If PTL was specified for the two layers together, then 
the decoder would need to be able to decode the two-layer 
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bitstreams with both the base and enhancement layers of 
1080p@60fps, causing overprovisioning of resources. 

5) RPS and Reference Picture List Construction: In addition 
to the five RPS lists (RefPicSetStCurrBefore, 
RefPicSetStCurrAfter, RefPicSetStFoll, RefPicSetLtCurr, and 
RefPicSetLtFoll) defined in HEVC version 1, two more RPS 
lists, RefPicSetInterLayer0 and RefPicSetInterLayer1 (denot-
ed as RpsIL0 and RpsIL1, respectively), were introduced to 
contain inter-layer reference pictures. Given a current picture, 
those inter-layer reference pictures are included into two sets 
depending on whether they have view ID values greater or 
smaller than the current picture. If the base view has a greater 
view ID than the current picture, then those with greater view 
IDs are included into RpsIL0 and those with smaller view IDs 
into RpsIL1, and vice versa. The derivation of RpsIL0 and 
RpsIL1 is based on VPS extension signaling (of layer depend-
ency and inter-layer dependency of sub-layers) as well as slice 
header signaling (of lower-layer pictures used by the current 
picture for inter-layer prediction). 

When constructing the initial reference picture list 0 (i.e., 
RefPicListTemp0), pictures in RpsIL0 are inserted immediate-
ly after pictures in RefPicSetStCurrBefore, and pictures in 
RpsIL1 are inserted last, after pictures in RefPicSetLtCurr. 
When constructing the initial reference picture list 1 (i.e., 
RefPicListTemp1), pictures in RpsIL1 are inserted immediate-
ly after pictures in RefPicSetStCurrAfter, and pictures in 
RpsIL0 are inserted last, after pictures in RefPicSetLtCurr. 
Otherwise the reference picture list construction process stays 
the same as for HEVC single-layer coding. 

6) Random Access, Layer Switching, and Bitstream Splic-
ing: Compared to AVC, HEVC provides more flexible and 
convenient random access and splicing operations, by allow-
ing conforming bitstreams to start with a clean random access 
(CRA) or broken link access (BLA) picture. In addition, MV-
HEVC and SHVC support 1) non-cross-layer aligned IRAP 
pictures, i.e., it is allowed in an AU to have IRAP pictures at 
some layers and non-IRAP pictures at other layers, and 2) a 
conforming bitstream can start with any type of IRAP AU, 
including an IRAP AU where the base layer picture is an 
IRAP picture while (some of) the enhancement layer pictures 
are non-IRAP pictures. The latter allows easy splicing of mul-
ti-layer bitstreams at any type of IRAP AU and random ac-
cessing from such AUs. Non-cross-layer aligned IRAP pic-
tures also allow for flexible layer switching. 

To support non-cross-layer aligned IRAP pictures, the mul-
ti-layer POC design needs to ensure that all pictures in an AU 
have the same POC value. The design principle is referred to 
as cross-layer POC alignment and is required to enable a cor-
rect in-layer RPS derivation and a correct output order of 
pictures of target output layers. 

The multi-layer HEVC design allows extremely flexible 
layering structures. Basically, a picture of any layer may be 
absent at any AU. For example, the highest layer ID value can 
vary from AU to AU, which was disallowed in SVC and 
MVC. Such flexibilities imposed a great challenge on the 
multi-layer POC design. In addition, although a bitstream after 
layer or sub-layer switching is not required to be conforming, 

the design should still enable a conforming decoding behavior 
to work with layer and sub-layer switching, including cascad-
ed switching behavior. This is achieved by a POC resetting 
approach. 

The basic idea of POC resetting is to reset the POC value 
when decoding a non-IRAP picture (as determined by the 
POC derivation process in HEVC version 1), such that the 
final POC values of pictures of all layers of the AU are identi-
cal. In addition, to ensure that POC values of pictures in earli-
er AUs are also cross-layer aligned and that POC delta values 
of pictures within each layer remain proportional to the asso-
ciated presentation time delta values, POC values of pictures 
in earlier AUs are reduced by a specified amount [22]. 

To work with all possible layering structures as well as 
some picture loss situations, the POC resetting period is speci-
fied based on a POC resetting period ID that is optionally 
signaled in the slice header [23]. Each non-IRAP picture that 
belongs to an AU that contains at least one IRAP picture must 
be the start of a POC resetting period in the layer containing 
the non-IRAP picture. In that AU, each picture would be the 
start of a POC resetting period in the layer containing the 
picture. POC resetting and the decreasing of POC values of 
same-layer pictures are applied only for the first picture within 
each POC resetting period, such that these operations would 
not be performed more than necessary; otherwise POC values 
would be corrupted. 

7) Hybrid Codec Scalability and Multiview Support: The 
HEVC multi-layer extensions support the base layer being 
coded by other codecs, e.g., AVC. A simple approach was 
taken for this functionality by specifying the necessary ele-
ments of a conceptual interface by which the base layer may 
be provided by the system environment in some manner that is 
not specified within the HEVC standard. Basically, except for 
information on the representation format and whether the base 
layer is a target output layer as signaled in the VPS extension, 
no other information about the base layer is included in the 
bitstream (as input to the enhancement-layer decoder). 

8) Hypothetical Reference Decoder (HRD): The main new 
developments of the HRD compared to HEVC version 1 in-
clude the following three aspects relevant for MV- and 3D-
HEVC. Firstly, the bitstream conformance tests specified for 
HEVC version 1 are classified into two sets and a third set is 
additionally specified. The first set of tests is for testing the 
conformance of the entire bitstream and its temporal subsets. 
The second set of bitstream conformance tests is for testing 
the conformance of the layer sets specified by the active VPS 
and their temporal subsets. For the first and second sets of 
tests, only the base layer pictures are decoded and other pic-
tures are ignored by the decoder. The third set of tests is for 
testing the conformance of the OLSs specified in the VPS 
extension and their temporal subsets. 

The second aspect is the introduction of bitstream partition 
(BP) specific coded picture buffer (CPB) operations, wherein 
each BP contains one or more layers, and CPB parameters for 
each BP can be signaled and applied. These parameters can be 
utilized by transport systems that transmit different sets of 
layers in different physical or logical channels; one extreme 
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example is one channel for each layer. The layer specific CPB 
parameters are also a basis for defining the semantics of layer 
specific PTL. The third aspect is the layer specific DPB man-
agement operations, where each layer exclusively uses its own 
sub-DPB. To ensure the design works with (cascaded) layer 
switching behavior, sharing of a particular memory unit across 
layers is disallowed. 

9) SEI Messages: SEI messages in HEVC version 1 have 
been adapted to be applicable in the multi-layer contexts, in a 
backward compatible fashion, some of them with significant 
semantics changes. In addition, some new SEI messages are 
specified that apply to all multi-layer HEVC extensions 

Furthermore, the following new SEI messages are specified 
for MV-HEVC and 3D-HEVC: the 3D reference displays 
information SEI message, the depth representation information 
SEI message, the multiview scene information SEI message, 
the multiview acquisition information SEI message, and the 
multiview view position SEI message. The latter three corre-
spond to the SEI messages of the same name in MVC. 

B. 3D-HEVC Specific HLS 

The MV-HEVC HLS provides generic support for multi-layer 
extensions, therefore only a few additional HLS features have 
been introduced in 3D-HEVC to support the signaling of depth 
layers, additional reference layers, tool parameters and a new 
SEI message, as described in the following. 

In MV-HEVC, the auxiliary ID can be used to signal that a 
layer is carrying depth. In 3D-HEVC a new scalability ID 
element called depth flag has been introduced. In contrast to 
layers indicating depth by the auxiliary ID, layers enabling the 
depth flag can use the new 3D-HEVC coding tools. 

Reference layers additionally required for new inter-layer 
prediction methods are signaled in the VPS as in MV-HEVC. 
However, when a reference picture list is constructed, only 
pictures from the current component are included, such that 
inter-component sample prediction is avoided. 

Enabling flags for several of the tools shown in Table I are 
signaled in an additional SPS extension. Moreover, camera 

parameters can be present in a VPS extension (when constant) 
or the slice header (when varying over time). Camera parame-
ters allow the conversion of values of a depth picture to dis-
parities by scaling and offsetting and are required by VSP 
(Section IV.C.6) and depth refinement (Section IV.A.2). A 
depth look-up table (DLT), utilized as described in Section 
IV.F.2, can be signaled in a PPS extension. 

Lastly, the alternative depth information SEI message pro-
vides information required for alternative rendering tech-
niques, based on global depth maps or warping. 

IV.  3D-HEVC V IDEO CODING TECHNIQUES 

An overview of the 3D-HEVC texture and depth coding 
tools is provided in Table I. Texture coding tools provide 
increased compression performance by applying new inter-
view prediction techniques, or enhancing existing ones. Some 
of the texture coding tools derive disparity for inter-view pre-
diction, or segmentation information from samples of an al-
ready decoded depth layer. These depth-dependent techniques 
can be disabled when texture-only coding is performed. 

Improved coding of depth maps has also been introduced 
into 3D-HEVC. Since depth maps typically contain homoge-
neous areas separated by sharp edges, new intra-picture pre-
diction and residual coding methods have been specified to 
account for these unique signal characteristics. Additionally, 
new depth coding tools that allow for inter-view prediction of 
motion or the prediction of motion and partitioning infor-
mation from texture layers have also been specified. 

Some of the new prediction techniques allow prediction 
with higher accuracy by introducing sub-block partitioning 
(SBP), which in some cases can also sub-divide a prediction 
block into two parts with a non-rectangular shape.  

In the remainder of this section the 3D-HEVC decoding 
processes as listed in Table I are discussed in detail. A new 
module, which forms the basis for several 3D-HEVC tools, is 
disparity derivation (IV.A). Further techniques modify or 
extend existing HEVC single-layer coding processes for block 

TABLE I 
OVERVIEW OF 3D-HEVC TEXTURE AND DEPTH CODING TOOLS, DEPENDENCIES, AND REFERENCE AND PREDICTED INFORMATION 

 Technique Abbr. Description Dependency Ref. Pred. Sec. 

T
e

xt
u

re
 

Neighboring block disparity vector NBDV Derives predicted disparity information (PDI) for a CU V, A, I M, D D IV-A1 
Extended TMVP1 for merge - Extends TMVP to also operate for inter-view prediction V, A M M IV-C1 
Inter-view motion prediction2, 3 IV, IV S Uses PDI for inter-view prediction of merge candidates V M M IV-C4 
Disparity information merge cand.3 DI, DIS Uses PDI directly as a merge candidate - - M IV-C2 
Residual prediction3 RP Predicts residual from a different view or AU V, A, A+V S, M4 S, R IV-D1 
Illumination compensation IC Adapts an inter-view sample prediction to the current view V, I S S IV-D2 
Depth refinement3 DR Improves PDI using disparity from a depth map C+V S D IV-A2 
View synthesis prediction2, 3 VSP Derives merge candidates from samples of a depth block C+V, I S M IV-C6 
Depth based block partitioning3 DBBP Subdivides an inter-pic. predicted CB based on a depth block C+V, V, A S S IV-D3 

D
e

p
th

 

Inter-view motion prediction IV Uses a default disparity value to predict a merge candidate V M M IV-C4 
Full sample motion accuracy - Reduces ringing artifacts and complexity - - - IV-D4 
Intra_Wedge mode - Subdivides a PB by a straight line and predicts DCs I S S IV-E1 
Intra-pic. skip / Intra_Single mode - Signals an angular mode or a single value for the entire CB I S S IV-E2 
DC offsets / DC-only mode - Codes residual DC explicitly / skips transform coefficients - - - IV-F1 
Depth look-up table DLT Quantizes the residual DC non-linearly - - - IV-F2 
Quadtree limitation QTL Derives a depth CB partitioning from texture C P P IV-B 
Texture merge candidate2 T Derives a merge candidate from texture C M M IV-C5 
Intra_Contour mode - Predicts a PB subdivision from texture and predicts DCs C, I S S IV-E1 

Dependency from picture in different: V) View; C) Component A) AU; A+V) AU and View; C+V) Component and View; I) Intra-picture.  
Reference and predicted information: M) Motion; D) PDI; S) Sample; R) Residual; P) Partitioning syntax. 
1Temporal motion vector prediction. 2Using sub-block partition (SBP) motion accuracy (IV-C3). 3Depends on NBDV. 4For RP from a different AU only. 
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partitioning (IV.B), motion prediction (IV.C), inter-picture 
sample prediction (IV.D), intra-picture sample prediction 
(IV.E), and residual coding (IV.F). By design choice, several 
core elements of HEVC such as entropy coding, deblocking, 
sample adaptive offset (SAO), coding of quantized transform 
coefficients, the transform tree (except conditions for its pres-
ence), and AMVP have not been modified. 

A. Disparity Derivation 

The majority of 3D-HEVC coding techniques are based on 
inter-view prediction, wherein sample values, prediction re-
siduals, sub-partitioning, or motion information of a block in a 
picture of the current view are predicted from a reference 
block in a picture of a different view. To find a reference 
block, the disparity derivation process is invoked at the coding 
unit (CU) level to provide a VOI of a reference view (RV), to 
be used for inter-view prediction, and a predicted disparity 
vector (PDV). The PDV indicates the spatial displacement of 
the reference block in the RV relative to the position of the 
coding block (CB) in the current picture. In the following, the 
reference view order index (RVOI) and the associated PDV 
are referred to as predicted disparity information (PDI). The 
PDI for texture layers is derived as described in the following 
sections. For simplicity, the PDI for depth layers is constant 
for a slice and correspond to an available reference view and a 
disparity vector derived from a depth value of 128 (for 8 bit 
sample precision). 

1) Neighboring Block Disparity Vector (NBDV): NBDV 
operates without referring to depth layers to allow the predic-
tion of PDI for applications in which only the texture infor-
mation is of interest (referred to as texture-only coding). As 
such, the PDI is derived from motion information of temporal-
ly and spatially neighboring blocks [24]. 

The temporally neighboring blocks are located in two differ-
ent pictures. The first picture is the collocated reference pic-
ture, which is the picture signaled for temporal motion vector 
prediction (TMVP) [8]. The second picture is chosen among 
the temporal reference pictures, where the one which may 
have blocks more likely to be coded using DMVs is selected 
[22]. The two temporally neighboring blocks cover the posi-
tions Ct1 and Ct2 that correspond to the center position of the 
current CB in both pictures, respectively, as depicted in Fig. 2. 
The spatial neighboring blocks in the current picture cover the 
positions A1 and B1, adjacent to the bottom-left and the top-
right sample, respectively, of the current PB. Blocks at A1, B1, 
and Ct1 are required to be accessed in merge mode, AMVP, 
and TMVP for motion information. Thus, in comparison to 
HEVC single layer coding, additional memory accesses are 
only required when referring to the block at Ct2. 

To determine the PDI for the current CU, blocks at the 
neighboring positions are searched in order {Ct1, Ct2, A1, B1}. 
If a neighboring block is associated with a DMV related to an 
available inter-view reference picture, the search from other 
neighbors is terminated by setting the PDV to the DMV and 
the RVOI to the VOI of that reference picture. 

When the PDI cannot be derived from motion information 
of neighboring blocks as described above, a second search is 
applied, in which the stored PDI of the neighboring CUs from 

positions A1 and B1 (in that order) are considered. In particu-
lar, the condition for inheritance is that the neighboring CU is 
coded in skip mode and using an inter-view predicted MV, 
derived as described in Section IV.C.4. The PDI of the first 
neighboring CU that fulfills the condition is chosen. 

If derivation from neighboring blocks or CUs fails, the VOI 
of an inter-view reference picture of the current picture is used 
as RVOI and the PDV is set equal to the zero vector. 

2) Depth Refinement: Although NBDV can operate without 
referring to depth layers, the accuracy of the PDI can be in-
creased by exploiting the additional depth information. Since 
the texture of a view is coded first in 3D-HEVC, the depth 
map of the current view is not available when coding texture. 
For this, the PDI derived by NBDV is used to identify the 
block that corresponds to a current CB in the already decoded 
depth map of the RV. The PDV of the CU is then replaced by 
a refined disparity vector, derived from the maximum of the 
four corner sample values of the depth block [25]. 

B. Partitioning Syntax Prediction 

A new tool in 3D-HEVC, called quadtree limitation (QTL), 
predicts the partitioning of a depth CU from syntax elements 
of a collocated texture CU. By design choice, QTL is not 
available in I slices and IRAP pictures. 

When a region of a texture picture includes only low fre-
quencies, such that a coarse split in CBs is applied by an en-
coder, it can be assumed that high-frequency signal parts in 
the collocated region of the associated depth picture are either 
also not present or irrelevant for view synthesis. Therefore, 
when a depth block has the same position and size as a CB in 
the corresponding texture picture, the flag indicating a further 
split is not present in the depth coding quadtree and the depth 
block cannot be split into smaller CBs. Though this could have 
been implemented as an encoder only restriction, the addition-
al bit rate saving was considered beneficial. 

For the same reasons, the PB partitioning of a depth CB 
having limited size is restricted by the texture CB. When the 
texture CB consists of a single PB, the same applies for the 
depth CB without additional signaling. When the texture CB is 
split horizontally or vertically, only splits in the same direction 
can be signaled. In the case that the texture CB is associated 
with four PBs, no restrictions apply for the depth CB. 

 
Fig. 2. Positions accessed in NBDV or merge mode for e.g. a 16×16 block. 
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C. Motion Prediction 

3D-HEVC specifies an extended candidate list for the merge 
mode. The list includes the conventional HEVC single-layer 
coding candidates (although the temporal MV candidate is 
predicted by a modified process), and several new candidates. 
Some of the new candidates are based on inter-layer prediction 
of motion information in SBP granularity, such that the granu-
larity in the reference layer can be taken into account. 

The derivation of merge candidates is performed in two 
separate steps. In the first step, an initial merge candidate list 
is derived as specified for HEVC single-layer coding, includ-
ing the removal of redundant entries, but using the modified 
TMVP derivation as described below. In the second step, an 
extended merge candidate list is constructed from the initial 
list and additional candidates. To limit worst-case complexity, 
the second step is not applied for PUs with luma PB sizes 8×4 
or 4×8. The candidates, their order in the extended list, and 
conditions for inclusion into the list are provided in Table II 
and discussed in the following. Fig. 2 shows positions, which 
are accessed for their derivation. 

Candidates from positions A1, B1, B0, A0 and B2 are only 
available when they are included in the initial candidate list. 
They are interleaved with the additional 3D-HEVC specific 
candidates, in the order indicated in Table II. Remaining can-
didates of the initial list (collocated, combined, zero) are in-
serted at the end of the extended list, if the maximum number 
of merge candidates, which is increased by one compared to 
HEVC single-layer coding, is not exceeded. 

Additional candidates are the texture candidate (T), the in-
ter-view (IV) and shifted inter-view (IVS) candidates, the view 
synthesis prediction (VSP) candidate, and the disparity infor-
mation (DI) and shifted disparity information (DIS) candidates. 

1) Extended Temporal Motion Vector Prediction (TMVP) 
for Merge: In MV-HEVC (and single-layer HEVC) the refer-
ence index is always zero for a TMVP merge candidate (also 
denoted as collocated (Col) candidate). Therefore, the refer-
ence indices of the collocated block and the TMVP candidate 
may indicate reference pictures of different types (one tem-
poral, the other inter-view), such that the TMVP candidate is 
not available. However, when this case occurs in 3D-HEVC, 
the reference picture index of the TMVP candidate is changed 
to an alternative value, which indicates an available reference 
picture having the same type as the reference picture of the 

collocated block [19]. Hence, the same type of prediction 
(either temporal or inter-view) is indicated by both the candi-
date and the collocated block, such that the MV of the TMVP 
candidate can be predicted from the MV of the collocated 
block. For MV prediction, scaling might be applied. If the 
collocated block refers to a temporal reference picture, the 
MV is scaled based on POC values, as described in Sec-
tion II.A. Otherwise, when the collocated block uses inter-
view prediction, scaling based on the view ID values, which 
correspond to spatial camera positions, is performed. 

2) Disparity Information Candidates: The PDI derived for 
the current CU can be used to identify a reference block for 
inter-view sample prediction. When a reference picture list of 
the current picture includes a picture from the RV, the DI 
candidate is available and its motion information related to 
this list is given by the PDV (with vertical component set to 
zero) and the reference index to the picture [26]. 

The DIS candidate is derived from the DI candidate by add-
ing an offset of 1 in units of luma samples to the horizontal 
MV components of the DI candidate. The primary motivation 
for the DIS candidate is that the PDV (predicted as described 
in Section IV.A) used to derive the DI candidate may not 
always match the actual disparity, such that offering an addi-
tional choice can improve performance. 

3) Sub-Block Motion Prediction: Conventionally, a merge 
candidate (e.g., an initial list candidate) consists of a single set 
of motion information (up to two MVs and their reference 
picture indices, and a reference picture list indication), which 
might be used for inter-picture prediction of the entire current 
PB. In 3D-HEVC, a PB can be further subdivided into rectan-
gular SBPs (e.g., as depicted in Fig. 3), when the T, the IV or 
the VSP candidate is selected. For this purpose, these candi-
dates consist of multiple sets of motion information each for 
inter-picture prediction of one SBP of the current PB. Thus, 
motion information can be inherited with a finer granularity. 

3D-HEVC supports the smallest bi-predictive SBP size of 
8×8 in luma samples and the smallest uni-predictive SBP size 
of either 4×8 or 8×4 in luma samples, hence the same as in 
single layer HEVC. The division of a PB depends on the can-
didate and component the PB belongs to. For PUs in depth 
layers selecting the T candidate or PUs in texture layers select-
ing the IV merge candidate, the luma PB is partitioned in luma 
SBPs of size S×S, where S is signaled in the SPS and can be 
equal to 8, 16, 32 or 64. When a partitioning in SBPs of size 
S×S is not possible without remainder, the luma PB is only 
associated with a single luma SBP having the luma PB size. 
To reduce complexity by disabling SBP motion accuracy, the 
same applies for PUs in depth layers selecting the IV candi-
date. When the VSP candidate is selected, all associated luma 
SBPs have either the size 8×4 or the size 4×8, as described in 
Section IV.C.6. In cases of all candidates, chroma PBs are 
divided according to the luma PBs (i.e. half size horizontally 

TABLE II 
OVERVIEW OF THE EXTENDED MERGE CANDIDATE LIST 

Candidate T IV A1 B1 VSP B0 DI A0 B2 IVS DIS rem. 
Order 0 1 2 3 4 5 6 7 8 9 10 11.. 

A
va

ila
bi

lit
y 

Texture − s1 
x2 

IV  
x 

IV  
s3 x 

x 
A1B1 

x x 
x4 

IV  
x5 x 

Depth s 
x 
T 

x  
T 

x 
T 

− x − x x − − x 

−: Candidate is not available; s, x: Candidate may be available; s: SBP mo-
tion information; To avoid redundancies, a candidate is not included when a 
candidate listed below x has the same motion information (when SBPs are 
used, motion information of the default SBP is used for comparison). 

1x when DBBP is used, − when IC is used; 2When the PU at position A1 
uses VSP and A1 is selected, VSP is also applied for the current PU; 3− when 
DBBP, RP, or IC are used or when A1 uses VSP; 4− when IC is used; 5− 
when DI is not available or IVS is available. 

 
Fig. 3. Examples of possible sub-block partitions (SBPs) of a 32×32 PB. 
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and vertically for 4:2:0 chroma sampling). 
4) Inter-View Candidates: Prediction of MVs from other 

views has been proposed, e.g., in [27]. Based on this idea, the 
IV candidate inherits motion information from a picture in-
cluded in the same AU and the RV. An example for a 16×16 
PB split in four SBPs is shown in Fig. 2. The derivation for a 
current SBP of the IV candidate operates as follows [28]:  

First, the position of the corresponding block in the picture 
of the RV is identified by adding the PDV to the center posi-
tion of the current SBP. When the corresponding block is 
coded using inter-picture prediction, its MVs might be inherit-
ed for the current SBP. The condition for inheritance is that a 
reference picture list of the current picture includes a picture 
with the same POC as the reference picture of the correspond-
ing block. When such a picture is available, the motion infor-
mation for the current SBP is set equal to the MV of the corre-
sponding block and the index of the picture in the reference 
picture list of the current picture. Since the condition ensures 
that the temporal distance between pictures containing: a) the 
corresponding block and its reference block; and b) the current 
SBP and its reference block; are equal, POC based MV scaling 
is not necessary. When the corresponding MV cannot be in-
herited for the current SBP, it inherits the motion information 
of the default SBP, which is the SBP whose top-left corner 
sample is closest to the center of the current PB. In the case 
that motion information is also not available for the default 
SBP, the IV candidate is not available. 

In some cases, the PDV can be inaccurate, such that the 
prediction error of the IV candidate is high. Here, the IVS 
candidate can be an alternative, as it is based on another dis-
parity assumption: To derive the IVS candidate the same 
method as for the IV candidate is applied, but with a single 
SBP (equal to the PB), and additional horizontal and vertical 
offsets (equal to the half width and half height of the PB, re-
spectively) added to the PDV. 

5) Texture Candidate: The derivation process of the T can-
didate is similar to that of the IV candidate. However, whereas 
the IV candidate is inherited from blocks of the same compo-
nent in the RV, the T candidate is derived from the texture 
component in the same view. Hence, instead of a correspond-
ing block, a collocated block is identified at the center position 
(marked with “×” in Fig. 2) of the current SBP [29]. Moreo-
ver, the condition for inheritance is that the reference picture 
list of the current picture includes a picture with the same POC 
and view ID as the reference picture of the corresponding 
block, such that POC or view ID based scaling can be avoided. 

6) View Synthesis Prediction: In view synthesis, a picture is 
conventionally rendered by shifting samples of a texture pic-
ture by disparities obtained from a depth map. For 3D-HEVC 
sample prediction, the same principle can be applied in coarser 
granularity by disparity compensation of a reference block in a 
texture picture. More specifically, when the VSP candidate is 
selected, inter-view sample prediction is performed for the 
SBPs of the current PB using MVs obtained from its corre-
sponding depth block [30]. As for disparity refinement, the 
corresponding depth block is identified in the depth picture of 
the RV using the PDV derived by NBDV. 

The VSP candidate can be chosen by signaling its index in 
the merge candidate list, or, in case that the PB at A1 uses 
VSP, by signaling the index of A1. When the VSP candidate is 
selected, the current PB is first divided, such that all its SBPs 
have the same size of either 8×4 or 4×8 in luma samples, as 
follows: If only one partitioning pattern is possible (e.g., 4×8 
for a 4×16 PB), it is chosen. If multiple partitioning patterns 
are possible, the partitioning is determined according to the 
gradient direction in the corresponding depth block as estimat-
ed from its four corner samples. This is done to decrease pre-
diction granularity in the gradient direction. As such, the 8×4 
pattern is chosen when the gradient is higher in the vertical 
direction, while the 4×8 pattern is used when it is higher in the 
horizontal direction. 

After partitioning, the motion information of the SBPs is 
derived. For complexity reduction, all SBPs use uni-prediction 
from the texture picture of the RV. Moreover, the vertical 
component of MVs is always set equal to zero. The horizontal 
component is derived for each SBP by converting the maxi-
mum value of the four corner samples (marked with “ # ” in 
Fig. 2) of its corresponding depth SBP within the correspond-
ing depth block. 

D. Inter-Picture Sample Prediction 

3D-HEVC extends inter-picture sample prediction in texture 
layers by three techniques: Residual prediction exploits the 
correlation of sample prediction errors in different views or 
AUs. Adaptive weighting of an inter-view sample prediction 
has been enabled by illumination compensation. Depth-based 
block partitioning (DBBP) combines two predictions for a 
texture PB according to a sub-partitioning derived from a 
corresponding depth CB. For depth coding, motion compensa-
tion has been simplified. 

1) Residual Prediction (RP): In texture layers, the energy of 
the residue of the current PB may be reduced by performing 
additional motion compensation either in the RV or a different 
AU. The concept of RP is to reuse the MVs of the current PB 
to predict the residual signal. The predicted residual is calcu-
lated and added on top of the motion compensated signal de-
rived with the MVs of the current PB for each used prediction 
direction. To accommodate possible quantization differences, 
a CU level weighting factor w being equal to 1 or 1/2 can be 
chosen by the encoder to be applied to the residual signal.  

Since the additional motion compensation to derive the re-
sidual signal would require a significant increase of memory 
bandwidth and calculations, the following design trade-offs 
were made: 1) Only CUs associated with a single PU may 
have RP enabled, thus the smallest luma PB size with RP 
enabled is 8×8; 2) RP is not used for chroma components of 
PBs of luma size 8×8. 3) bi-linear interpolation is used for the 
motion compensation in RP enabled CUs to calculate the 
residual signal as well as the motion compensation between 
the current PB and the reference block identified by its MV. 

Examples of residual prediction are shown in Fig. 4, where 
an MV (denoted as m) of the current PB (PB) provides the 
displacement of a reference block (RB) in its reference picture, 
similar to conventional motion compensation. Depending on 
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whether m is a TMV or a DMV, RB is either a temporal refer-
ence block, or an inter-view reference block. In addition, m 
provides the displacement between two more blocks, corre-
sponding to PB and RB, either in a different view or a different 
AU. The corresponding blocks are denoted as PB′ and RB′. 
The residual prediction is calculated as the difference between 
the samples of PB′ and RB′. The type of m (being a TMV or 
DMV) determines where the residual signal is predicted from. 
Consequently, RP can be categorized as inter-view residual 
prediction [31] or temporal residual prediction [32]. 

a) Inter-View Residual Prediction: As illustrated in Fig. 4 
(a), m is a TMV and identifies a temporal reference block RB. 
To identify PB′ and RB′ a disparity vector d is needed and set 
equal to the PDV (without Disparity Refinement). PB′ and RB′ 
are located both in the RV but in different pictures. PB′ is an 
inter-view reference block of PB with a displacement of d, 
while RB′ is a temporal inter-view reference block with a 
displacement being the sum of m and d. The inter-view pre-
dicted residual signal is calculated as the difference between 
RB′ and PB′. Afterwards, the combined prediction signal of 
PB is computed by adding the weighted inter-view predicted 
residual to the motion compensated signal of RB. 

b) Temporal Residual Prediction: As illustrated in Fig. 4 
(b), m is a DMV and identifies an inter-view reference block 
RB in an inter-view reference picture. To identify PB′ and RB′, 
a TMV (denoted as t) is derived from the MVs of RB. If a 
TMV is unavailable (e.g. only DMVs are available or RB is 
intra-picture predicted), t is set equal to the zero vector. PB′ 
and RB′ are both located in a reference AU. PB′ is a temporal 
reference block of PB with a displacement of t, while the RB′ 
is a temporal inter-view reference block with a displacement 
being the sum of m and t. Similar as in inter-view residual 
prediction, the temporal predicted residual signal is calculated 
as the difference between PB′ and RB′, and weighted before 
generating the final prediction signal of PB.  

c) Further Constraints: The signaled (m) or derived (t) 
TMVs are scaled before the relevant blocks are identified so 
that they point to pictures in the same AU for each prediction 
direction. Moreover, when temporal RP applies to both predic-
tion directions, a unique vector t (and its associated picture) is 
used to avoid additional memory accesses. 

A bi-directionally predicted PB, with the two MVs, denoted 
as m0 and m1, can also use a different type of residual predic-
tion for each prediction direction. Without loss of generality, 
assume that m1 is a TMV, m0 is a DMV, and the vector pairs, 
as shown in Fig. 4 (a) and (b), for the two prediction directions 
are ( m1, d ) and ( m0, t ), respectively. In this case, to reduce 
the number of block accesses, t is set equal to m1, such that 
only one additional block access is needed. 

2) Illumination Compensation: The purpose of illumination 
compensation (IC) is to improve inter-layer prediction when 
there are illumination mismatches between views. This is done 
by applying a scale factor and offset to the prediction samples. 
IC is separately applied for each unidirectional inter-view 
sample prediction of a PB (hence twice for bi-prediction). For 
complexity reduction, IC can be signaled only in CUs associ-
ated with a single PU not using RP. 

The scale and offset values are calculated by matching a set 
of samples in the reference picture to a set of samples in the 
current picture [33]. The set in the current picture is given by 
the samples spatially adjacent to the top and left of the current 
PB, where only every second sample is used to keep com-
plexity low. Accordingly, the set of the reference picture in-
cludes every second sample adjacent to the top and left of the 
block used as reference for inter-view prediction. A linear 
least square solution is approximated using a look-up table to 
avoid a division operation. For chroma PBs, IC is even sim-
pler since it only derives and applies the offset. 

3) Depth Based Block Partitioning (DBBP): DBBP predicts 
segmentation information from an already decoded depth map 
to improve the compression of a dependent texture [34]. It is 
invoked by a flag that is present with luma CBs of size 16×16 
or larger, when the PB partitioning is either in PART_N×2N 
or PART_2N×N mode. When DBBP is used, the PUs are 
required to signal unidirectional prediction and the CB is re-
constructed as follows: First, NBDV is used to identify the 
depth block in a picture of the current AU and the RV that 
likely corresponds to the position of the current CB. Then, a 
threshold is derived as the mean of the four corner samples of 
that depth block and a binary pattern is generated by classify-
ing the samples that are above or below the threshold. Inter-
picture sample prediction with the motion information of the 
two signaled PUs is performed for the entire CB, such that two 
prediction signals with the same CB size are obtained. Then, 
the two prediction signals are merged by using samples of one 
prediction for positions with a value of 0 in the binary pattern, 
and samples of the other prediction for remaining positions. 
Finally, a vertical or horizontal 3-tap filter is applied to the 
merged prediction at positions corresponding to the edge posi-
tions in the binary pattern, where the direction of the filtering 
is perpendicular to the signaled (but not used) split direction of 
the CB. 

This way, if the depth map bears reliable information about 
the position of an object boundary, different motion compen-
sation modes could be used at both sides of that boundary, and 
the prediction can be improved without using small PB sizes. 

4) Full Sample Motion: Fractional sample interpolation at 
sharp edges in depth maps can create ringing artifacts. For 
this, 3D-HEVC only supports full sample motion accuracy for 
depth layers. Further benefits of this approach are a reduced 
bit rate for MV signaling, and a reduced complexity for mo-

Fig. 4. Residual Prediction cases for one prediction direction. 
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tion compensation. 

E. Depth Intra-Picture Prediction 

In addition to intra-picture prediction modes provided by 
HEVC single-layer coding, which are unchanged in 3D-
HEVC, a new skip mode and three new prediction modes, 
called Intra_Single, Intra_Wedge, and Intra_Contour mode, 
are available for intra-picture coding in depth layers. The new 
skip mode allows an early signaling of frequently used intra-
picture prediction modes. The three prediction modes have 
been introduced for efficient representation of sharp edges and 
homogeneous areas, which are typical in depth maps. The 
Intra_Single mode signals a single boundary sample value as 
prediction for the entire PB and can only be applied together 
with the intra-picture skip mode. In the Intra_Wedge and In-
tra_Contour modes a subdivision of the PB into two SBPs is 
signaled or derived. The SBPs are not required to have a rec-
tangular shape (as e.g. depicted in Fig. 3). For each SBP, a DC 
value is predicted from decoded boundary samples of adjacent 
blocks. The new intra-picture prediction modes have two 
common differences in comparison to the conventional intra-
picture prediction modes: First, boundary value smoothing is 
not applied; and second, PBs using the new modes are una-
vailable in the derivation of most probable modes (MPMs). 

1) Intra_Wedge and Intra_Contour: The Intra_Wedge and 
the Intra_Contour modes [35] are signaled at the PU level by 
two flags. The first flag indicates that one of the two new 
modes is used instead of a conventional intra-picture predic-
tion mode. The other flag indicates which mode is used. 

When a PU uses the Intra_Wedge mode, the sub-partitioning 
is explicitly signaled by an index value referring to a set of 
binary patterns denoted as wedgelets. The set of wedgelets 
contains patterns resulting from a segmentation of the PB with 
straight lines. The number of wedgelets in the set depends on 
the PB size. The wedgelets can be either created on-the-fly 
when decoding the PU, or be created and stored in advance. 

In the Intra_Contour mode, the sub-partitioning of the PB is 
inter-component predicted from a collocated block in the tex-
ture picture of the same view and AU. For segmentation, first 
a threshold is derived by averaging the four corner sample 
values of the collocated texture block, and then a binary pat-
tern representing the SBPs is derived by comparing sample 
values of the texture block with the threshold value. Due to the 
thresholding, the area of an SBP can also be disjunct. 

After generation of the binary pattern defining the two SBPs, 
the same sample prediction process is applied in Intra_Wedge 
and Intra_Contour modes. The process is invoked for each of 
the two SBPs and provides a DC prediction from a subset of 
the decoded boundary samples (depicted in Fig. 5 (a)) of 
blocks adjacent to the current PB. How the prediction DC is 
calculated depends on which of the neighboring samples la, ta, 
lc and tc of the current PB are also neighboring samples of the 
current SBP as shown in Fig. 5 (b). 

A special case occurs when none of the four samples is a 
neighbor of the current SBP (as for the SBP marked with “ * ” 
in Fig. 5 (a)). Then, it is assumed that the SBP boundary with-
in the PB is aligned with an edge, which intersects the bounda-

ry of a neighboring block either between positions of lc and ld 
or between positions of tc and td. If the absolute difference of ta 
and td is greater than the absolute difference of la and ld, the 
latter intersection is assumed and the prediction is given by td, 
as indicated in Fig. 5 (c) [36]. Otherwise, samples values of 
the SBP are set equal to ld. 

2) Intra-Picture Skip and Intra_Single: The intra-picture 
skip mode can be applied in depth layers for CUs, which are 
not using the conventional (inter-picture) skip mode [7]. When 
the intra-picture skip mode is used, the CU contains only three 
syntax elements: The skip flag being equal to 0, a flag indicat-
ing the intra-picture skip mode being equal to 1, and an index, 
which selects the prediction mode. Similar to the (inter-
picture) skip mode, other syntax elements are not present and 
the CU is associated with a single PB. 

Depending on the signaled index [37] the prediction is de-
rived by the horizontal or vertical Intra_Angular mode [7] or 
the Intra_Single mode. In the Intra_Single mode [38][37] the 
prediction for the whole PB is chosen again depending on the 
signaled index as the value of the decoded boundary sample 
adjacent to position ( N/2, 0 ) or ( 0, N/2 ) in the PB, with N 
denoting the PB size (in Fig. 5 right to tb or below lb). 

F. Depth Residual Coding 

As described in Section IV.B, high frequency components of 
blocks in a depth map can be irrelevant for view synthesis, 
such that the depth DC becomes more important. To efficient-
ly preserve the DC component of the prediction residual (de-
noted as DC offset) in 3D-HEVC, it can be signaled explicitly 
in addition to, or as alternative to, quantized transform coeffi-
cients, where the latter is referred to as DC-only mode. DC 
offset coding has furthermore been extended by a depth loop-
up table (DLT) technique, which exploits the fact that the 
value range of depth samples is often only sparsely used. 

1) DC(-Only) Coding: The DC-only mode can be enabled 
by a flag present in CUs associated with a single PU and not 
coded in skip or intra-picture skip mode. When enabled to-
gether with intra- or inter-picture prediction modes as already 
specified in single layer HEVC, one DC offset is signaled and 
added on top of the intra-picture predicted [39] or motion 
compensated signal. In the Intra_Contour or the Intra_Wedge 
modes, one DC offset is present for each of the two SBPs. 

 
Fig. 5. Intra_Wedge and Intra_Contour DC prediction. (a) ta, tb, tc, la, lb, lc, 
are neighbor samples of the current PB; (b) Prediction depending on whether 
ta, la, lc, tc, are also neighbors of the current SBP; (c) Special case. 
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Moreover, when a PU is coded in Intra_Wedge or In-
tra_Contour mode and not using DC-only coding, it can be 
assumed that it contains an edge, which is relevant for view 
synthesis. For better preservation such PUs can signal both 
DC offsets and quantized transform coefficient [40]. 

A flag in the PPS indicates if the DC offsets are directly 
added to each sample of the prediction, or if they are scaled 
before in a non-linear process using the DLT. 

2) Depth Look-Up Table (DLT): Samples of a depth map 
are typically represented with 8 bits of precision, although 
only a small set of distinct depth values, potentially non-uni-
formly distributed over the value range, might be used. To 
map a compressed range of consecutive index values to such a 
set of distinct depth values, a DLT can be transmitted in the 
PPS [41]. When the DLT is present, coding performance is 
increased by signaling DC offsets in the compressed index 
range instead of DC offsets with higher magnitude in the 
depth sample range. For this, an encoder derives the index 
offset ∆i as difference of the two index values representing the 
DCs of the original samples s̅O and the predicted samples s̅P, 
as follows, with IDLT denoting a look-up in an inversed ver-
sion of the DLT: 

 
∆i  =  IDLT( s̅O ) − IDLT( s̅P )  

In Intra_Wedge or Intra_Contour mode, s̅P is directly availa-
ble for an SBP as described in Section IV.E.1. For other 
modes s̅P is estimated as the mean value of the prediction of 
the four corner samples of the PB. At the decoder, the residual 
DC s̅R is then computed using the inverse mapping before 
addition to each sample of the prediction signal: 

 
s̅R  =  DLT( IDLT( s̅P ) + ∆i ) − s̅P 

V. PROFILES 

The second edition of HEVC specifies one profile for MV-
HEVC, which is the Multiview Main profile, or simply MV 
Main profile. For backward compatibility, the MV Main pro-
file requires the base layer to conform to the Main profile. 
Moreover, block-level coding tools of enhancement layers are 
similarly constrained to enable reusing legacy decoder hard-
ware below the slice level. Hence, only 4:2:0 chroma and a 
sample precision of 8 bits are supported. A constraint intro-
duced to limit complexity of inter-view prediction is that the 
number of reference layers (including indirect reference lay-
ers) used by a layer must not be greater than 4. 

For 3D-HEVC the 3D Main profile specifies a superset of 
the capabilities of the MV Main profile, such that a 3D Main 
profile conforming decoder is able to decode MV Main profile 
conforming bitstreams. The base layer is required to conform 
to the Main profile. New low-level coding techniques of 3D-
HEVC are supported only by enhancement layers that are not 
auxiliary picture layers. Texture layers support only 4:2:0 
chroma and depth layers support only monochrome. For both 
components the sample precision is restricted to 8 bits. 

Furthermore, both profiles disallow inter-layer prediction 
between layers that use different picture sizes. 

VI.  COMPRESSION PERFORMANCE 

To evaluate the compression efficiency of the different ex-
tensions, simulations were conducted using the reference 
software HTM [42], and experimental evaluation methodology 
that has been developed and is being used by the standardiza-
tion community [43][44]. In that framework, multiview tex-
ture video and the corresponding depth can be provided as 
input, while the decoded views and additional views synthe-
sized at selected positions can be generated as output. For 
evaluation, two setups have been used as shown in Table III. 

The first setup evaluates the typical use case foreseen for 
MV-HEVC, which is the coding of stereo video without depth 
(hence of two texture layers denoted as T0 and T1). For this, 
the reported results were obtained by averaging the bit rate 
savings of six test sequences suitable for stereoscopic displays. 
Savings for each sequence have been calculated based on total 
bit rate and averaged PSNRs of both layers (average) as well 
as of the enhancement layer T1 only (enh. only). The total 
results for MV-HEVC compared to simulcast coding are about 
32%. Regarding the enhancement texture T1 only, which bene-
fits from inter-view prediction, bit rate savings of about 71% 
have been achieved.  

Although not shown in Table III, it is worth mentioning that 
only a modest bit rate saving of about 6% on average (26% 
enh. only) can be achieved by 3D-HEVC compared to MV-
HEVC for the stereo case. However, the target application of 
3D-HEVC is coding of data suitable for view synthesis at 
auto-stereoscopic displays. For this, a set of eight sequences, 
each comprising texture (T0, T1, T2) and depth (D0, D1, D2) of 
three views, have been coded in the second setup. Compared 
to the stereo sequences used in the first setup, original camera 
distances (and thus disparities) between views are approxi-
mately doubled, such that views are less correlated. For each 
sequence, rate savings have been calculated based on averaged 
PSNRs of six synthesized intermediate views. Averaged over 
all sequences, total bit rate savings of about 46% and 19% are 
achieved when comparing to simulcast and to MV-HEVC 
using auxiliary pictures, respectively. When again neglecting 
the rate of the base layer T0, which cannot use the new tools, 
savings are about 73% and 34%, respectively. 

TABLE III 
BIT RATE SAVINGS OF MV-HEVC (MV)  AND 3D-HEVC (3D) 

1) Two-view texture (stereo) 2) Three-view texture and depth 
Test set MV vs. Sim.1 Test set 3D vs. Sim.1 3D vs. MV 

  PoznanHall −40.5% 4 −19.3% 4 
  PoznanStreet −41.5% 4 −11.9% 4 

UndoDancer −37.4% 2 UndoDancer −50.9% 4 −19.2% 4 
GTFly −42.6% 2 GTFly −55,3% 4 −18.5% 4 

Bmx −29.0% 2 Balloons −40.3% 4 −19.3% 4 
Band06 −34.7% 2 Newspaper −41.0% 4 −19.9% 4 

Musicians −25.3% 2 Kendo −40.0% 4 −21.4% 4 
Poker −24.9% 2 Shark −59,2% 4 −24.4% 4 

Average −32.3% 2 Average −46.1% 4 −19.3% 4 
Enh. Only −70.8% 3 Enh. Only −72.8% 5 −34.3% 5 

1Simulcast coding with single-layer HEVC. Savings calculated based on: 
2T0, T1 (PSNR and bit rate); 3T1 (PSNR and bit rate); 
4six synthesized views (PSNR) and T0, D0, T1, D1, T2, D2 (bit rate); 
5six synthesized views (PSNR) and  D0, T1, D1, T2, D2 (bit rate). 
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VII.  CONCLUSION 

Experts of ITU-T VCEG and ISO/IEC MPEG have jointly 
developed the multiview and 3D extensions of HEVC. Both 
extensions allow the transmission of texture, depth, and auxil-
iary data for advanced 3D displays. An increased compression 
performance compared to simulcast HEVC is achieved by 
inter-layer prediction. In contrast to 3D-HEVC, MV-HEVC 
can be implemented without block-level changes. However, 
thanks to advanced coding techniques a higher coding effi-
ciency can be provided by 3D-HEVC in particular for cases 
where depth maps have to be coded. 

As both extensions have been developed to support stereo-
scopic and autostereoscopic displays, they have not been spe-
cifically designed to handle arrangements with a very large 
number of views or arbitrary view positioning. Accordingly, 
improved capabilities for supporting such configurations may 
be a subject for future standardization. 
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