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Abstract

Optimal power flow (OPF) is a well known challenging optimization problem for power sys-
tems engineering. There have been a myriad of works dedicated to solving OPF problems
in a centralized way, i.e. using a centralized solver, which necessitates for a central control
center to receive and transmit a large amount of data. Recently, few attempts have been
done to solve OPF problems in a distributed way, which means that the computations are
distributed over the whole network, reducing the need for communications (with a central
control center) and increasing the robustness of the control to loss of communications and
to unexpected faults in the network nodes. Furthermore, a decentralized solution to the
OPF problem has the advantage to be flexible to the network topology and size, since the
computations are distributed over the network. In this paper we propose some preliminary
results on a distributed OPF algorithm, to solve the original OPF problem, i.e. without any
convexification steps. We propose a consensus-based distributed OPF algorithm, which uses
consensus algorithm to estimate the optimization variables between neighboring nodes in a
given network. We test the performance of this algorithm on the IEEE 14-node test-case.
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Abstract—Optimal power flow (OPF) is a well known challenging assumptions, are proposed based on SDP relaxation such as [6], [9],
optimization problem for power systems engineering. There have been [4].

a myriad of works dedicated to solving OPF problems in a centralized =g\ en though the non-convexity of the problem can be handled in
way, i.e. using a centralized solver, which necessitates for a central control . . . -
center to receive and transmit a large amount of data. Recently, few at- several circumstances, the centralized algorithms still cannot meet the
tempts have been done to solve OPF problems in a distributed way, which current requirement of modern power networks. Nowadays, various
means that the computations are distriouted over the whole network, renewable energy sources such as distributed generation and power
reducing the need for communications (with a central control center) and giorage are involved as part of the smart grid technology. Due to the
increasing the robustness of the control to loss of communications and di ti . latile load t ted to th id

to unexpected faults in the network nodes. Furthermore, a decentralized verse, lme-varylng, volatle _oa o.r Storage connected 1o the grid,
solution to the OPF problem has the advantage to be flexible to the the centralized OPF problem is desirable to be solved to reflect any
network topology and size, since the computations are distributed over significant change in the power network. To satisfy the requirement
the network. In this paper we propose some preliminary results on a of the daily operation of the grid and wholesale power market, it is

distributed OPF algorithm, to solve the original OPF problem, i.e. without . . .
any convexification steps. We propose a consensus-based distributed OPFreported that the OPF problem is usually solved every five minutes by

algorithm, which uses consensus algorithm to estimate the optimization the power planning authority such as regional transmission operator
variables between neighboring nodes in a given network. We test the (RTO) or independent system operator (ISO). As a result, the large

performance of this algorithm on the IEEE 14-node test-case. scale OPF problem in the era of smart grids technology has so
high requirement for the efficiency and accuracy that a centralized

Optimal f OPE bl . lassical bl ¢ algorithm is unable to be effective any more.
ptimal power flow ( ) problem is a classical problem for To provide a scalable, fast solution to large scale optimization

lp_)oy\t/er syltstem l_en_gtjlnetterlng. L_Jnc_ier ;:r?nstrailrll_ts _tOf power”gene:ﬁt%blems' distributed optimization algorithms are proposed. In a
Imits, voitage limits, transmission thermal limits as well as oiN€l;eiinyted framework, the original centralized problem is divided
security constraints, the solution of OPF determines the active 3 ao a certain number of small scale subproblems. Each subproblem

reactive power_generatlon and the vqltages_of buses to minimize [ Qolved by a single agent as a computation entity with agent-to-agent
cost of generation. The OPF problem is crucial to the secure operatjoq, - \nication capabilities. A certain communication between adja-

of the power grids and wholesale power market including the daé(ént agents is required during the computation process to exchange

ahead and real-time market. cessary data according to a certain protocol. Thus, all agents can

Due to its significance, the OPF problem has received con3|dera5_§efve the centralized problem collaboratively in a parallel fashion.

attglntlons Ence. 196;)3 f[fS] andh stllI)Fr)'e:mamEl a hot re;earng.to%stributed optimization algorithms have been widely studied in the
untl now. Despite all efforts, the problem remains difficult,qo ) cp community. The idea of distributed optimization was first in-

to solve. The main reasons can be summarized into two asPeffSiuced in the seminal work [13]. In [10], an unconstrained nonlinear

1) OPF is a non-convex, nonlinear optimization problem. The nOB'Egmization problem is solved by multiple agents cooperatively using

I. INTRODUCTION

convexity, caused by quadratic relations between voltages of adjacgu -gradient method to minimize the individual objective function

_?_Lrj]segg'r:e\_/entsl a guaraTtee t(_) a glqbal optti;nal so_ltrj]tior: in generatl)aﬁ also sharing information among agents in the neighborhood. For
f((ej rrisa ._argle scaz optlmlza_mon_pro errll with a large NUMb&nstrained optimization problem, distributed algorithms have been

of decision variables an co_nsFralnts In complex power genergn oposed based on penalty function method [7], alternative direction

voltages in all buses, transmission thermal limits. The computatio lathod of multiplier (ADMM) [1], [14]

complexity needs to reduced in the design of algorithm for practica Distributed optimization algorithms have also been adapted to solve

implementation. the OPF - .

. e . . problems. In [8] and [2], the original power network is
. In'practlce, ch.h difficulties in solving OPF are av0|deq by aPPO%vided into several groups based on geographical regions. Maximal
imation. The original complex AC power flow problem is approxi-

ted by a DC f bl hich is a i . cliques are formed from a modified network of the regional groups
ma; y'?h' -power ovt\{ problem, Wt 'g tlsﬁ Inear progt]rgrlnmllng cording to certain rules. Each clique is associated with a relaxed
problem. "This approximation 1s reported to have acceptable lewghp problem and solved by in a distributed fashion. In [12], each bus
of accuracy for transmission networks and thus, utilized by curreqt

1SOs [111. H the DC f lution is i o f treated as an individual agent. Each agent maintains an estimate
>S [ .]' owever, the DL power flow solution 1S ihaccurate 1of voltages of the adjacent buses and formulates the reduced OPF
distribution networks [5]. This cannot satisfy the emerging demal

. . . oblem by minimizing the local cost of power generation and the
of smart grid technology. Thus, there is another line of resear y g P g

that f lobal optimal solution to the AC OPE bl timation error. The local equality constraint for each agent is the
at focuses on a global optimal solution to the AL pro erBower balance equation of each bus with the voltage variables of other
Algorithms that can achieve the global optimal solution under cert

Mses replaced by estimates. The estimates are reported to converge to
This work has been done in collaboration with Jie Liu during his internshifu€ values when the algorithm reaches a feasible solution. Simulation
at MERL. results on IEEE test cases are provided in those works, which shows



a great reduction of CPU times in the decentralized algorithms. Such Il1l. CONSENSUSBASED DISTRIBUTED OPF ALGORITHM

an improvement becomes more significant as the number of buseg, this section, we introduce the direct approach of our distributed
grows. algorithm. We assume that each bus in the network is attached to an

In this paper, we proposed a novel consensus-based distribulglly Each agent can be viewed as an entity with computation and
OPF algorithm. The algorithm is run by individual agents which OWRG mmunication capabilities. For the purpose of brevity, we do not

a portion of the power grid and solve local optimization problem. Th§inguish the agent of the bus and the bus itself, unless there is a
agent not only use the voltage and power variables that obse ticular need.

locally, but also estimates the voltage and power variables coupleGryq entire centralized OPF is formulated as a combination of sub-
with the local power balancg constral_nts. The agents exchange trb‘?_‘lfblems that is solved by each bus. For the ease of presentation, we
local data and estimates with the neighbors to form a correct esllsume that all buses are connected to a geneigo/¢ = N
mation. To improve the estimation, we propose(_j to US€ & CONSENSHSy aach bus, we formulate a local sub-problem of OPF. The local
filter to process the data shared among the neighboring agents. Eggision variables at the busare PS¢, Q% e, fi. Note that there
local objective function of each agent is an augmented cost functigfb coupling between the busand its neighbor of the voltage in

that consists of both power cost and the estimation errors. A pengjfy, power balance equations, as shown in (2) and (3). Thus, in the

function-ike method is us_ed to minimize the local objgctivg. rocess of solving the optimization problem, the bestimates the
The rest of the report is organized as follows. We first introdu ltages of the neighboring bus which is denoted as, ;). f; ..

some notations and define the OPF problemlln.Secnon I!. Th%e voltageV ;) = e, + /5 represents the complex voltage of
the proposed consensus-based approach for distributed optlmlzaﬂggj ~ i estimated by the bus The estimates are used to replace

R;Ot\)ll\?m IS plrec'jsented n Setc_tlog I”t.' Nu\ryerlcal results are in Sec“?r[?e real voltages of bug in the power balance equations of the bus
- VVe conclude our report In section V. i. Those estimates are also part of the decision variables for the bus

[I. NOTATIONS AND PROBLEM FORMULATION 7. The local OPF problem for buscan be written as follows.
The power network is modelled_ as a graph, &), where t_he min ci2(PEY? + ;1 PC, )
vertex set\V is the set of all buses in the network , the link Seis PG Q% es fire5y:Fi ()

the transmission line that connects two buses in the grid. Each bus . D 9 % . e N
i € N'can be connected to generators or loads. The set of buses thiat-r: — £ = Re{|[Vil"yii + Z Viyi; (Vi = Vi) hi €N,

connected to generators is denoted\d$ C A/. For convenience, g
the bus connected to a generator is called generator bus. The bus Q)
without any generator is called load bus. We ise j to denote that QY — QP = Im{|Vi|*y}; + Z Viyi; (Vi = Vi) hi €N,
the busi is connected to bug. inj

The active and reactive generation power at thesbare denoted (8)
aSDPiGDand Qf. The power demand qf_ at the buss denoted as V.<e+ f2< W, )
P~ ,Q; . The complex voltage of the buss denoted a¥; = e;+jf; 5 5 _ . .
with e; being the real part of the voltagé; the imaginary part and Vi < €5ty + fi) < Viw»d € N, (10)
j = v/—1. For simplicity, we refer toe; and f; collectively by V;. P <PE<PEQY<Qf <QFieN. (11)
Denote the admittance-to-ground of buasy;; and denote the line Vi =Viw,i~J, 76 N, (12)

admittance between two busésnd j asy;;. The admittances are
complex numbers given ag; = gi; + jbi;. Clearly, ifi £ j, then where the constraint (12) ensures that the estimate of the voltage
yi; = 0, finally, A'() denotes the set of all neighbors of node of bus j formed at the bus is consistent with the true valug;.

The OPF problem can be stated as To solve the local OPF problem (6), each hiukas to achieve two
. G goals. 1) minimization of the generation cost. 2) the estimajgs,
pG’QgrfleTfmeN Z Fi(P7) @ fjq) follow the real voltages;, f;, i.e.the constraint (12) is satig?}ed.
@i ieNC Since the generation cost is already included in the local OPF problem
st.P¢ — PP = Re{|Vil*y;; + Z Viyi;(Vi=V;)*L,ie N (2) (6), the goal 2) remains to be considered. Here, we adopt a consensus-
g like method to update the estimates at each iterdtiby exchanging

information among adjacent buses.
1) Consensus Algorithm of the Estimaté®r each pair of voltage
estimatee;(;), f;(;), the busi maintains a pair of consensus variables

QY — QP =Im{|Vil’yl; + Y Viyl;(Vi = V;) " hi € N (3)

i~ g

2 2 .
Vi<ei+ i § ViieN B (4) €y, [ and updates these variables using the real valus ,of;
PE<Pf< Pﬁgic <Qf<QfieN. (5) obtained from the bug according to the following rules.
where the cost functioi; is usually defined as quadratig (PF) = Eicy(k+1) = &) (k) + (e (k) — €55 (k)), (13)
2.i(PE)? +¢1,,PF. Equation (2) and (3) are real and reactive power fj(i)(k 1) = fj(i)(k) oy (f (k) — fj(’i)( )

balance equations for the busThe inequality (4) is the upper and

lower bound on the magnitude of the voltages. The inequality (5)Wwhere0 < v < 1 is the consensus gain by design. In our algorithm,

the bound on the real and reactive generation power. the estimates such as;), f;;) are not replaced by true values
The non-convexity of the OPF comes from the quadratic relatiohike e;, f; from other buses directly. Instead, those values are passed

ships between the voltages in power balance equations (2) and {B)ough a consensus filter. The consensus variables can be viewed

This poses difficulty to solve the OPF problem. Moreover, the numbas intermediate variables in the filter and will be used to update the

of the buses is often too large to handle in the centralized OPF forestimates in the local optimization which will be described later.

In the following section, we proposed our consensus-based distributeollowing this algorithm, the busand; exchange the real voltages

algorithm to solve the centralized version of OPF (1). as well as their consensus variables at each iterdtiom other



words, the bus receives the true voltag¥; (k) and the consensus TRANSFORNER EQUAALENT

variables;;y, fi(j) and send its own voltage; (k) and the consensus %WW“S

. o . . . SYNCHRONOUS 3 7
variablesé;;), f;(;) to its neighbors. Since the data exchange only CONDENSERS . .
occurs among the neighbors, there is not too much burden in the con *° ‘ 4

munication as compared to the centralized algorithm, which require:
all data from every bus collected and uploaded to a computatior
center.

2) Local Optimization ProblemTo minimize both the generation
cost and estimation error, the local optimization problem (6) is
reformulated . For bus € N, the local optimization problem is
written as

T
W10

min F(PE) +pi Y (llejiy — &0 lI°

PE.QF% ei fiveji)fii)

AEP 14 BUS TEST SYSTEM BUS CODE DIAGRAM

inj
Hfi = Fiwl? + llei — &I + 11fi = fipl®) (14)
Fig. 1: IEEE14 system topology
st.PC = PP = Re{[Vil’yii + > _ Viyi; (Vi = Vi) Ji € NV

invj
(15) 02
G D __ 2 % * * .
QY — QP =Im{|Vil*yl + Y Viyli(Vi = Vi) hi €N
L 0.18f 4
i~
(16)
Ki S 6? + fL2 S ‘7;'7 (17) o9 —voltage of bus1 il
voltage of bus2
. —voltage of bus5
2 2 7 . . 20.14 4
Vi <€y + Ficy < Via,d €N/ (18)
PO <P <PCQY<Qf <QfieN. (19) ]
wherep; > 0 is a large positive number selected as a penalty factor
in order to make sure that the estimation errors are minimized with 0.1 ]
a higher priority. This is necessary because without such a penalty,
each bus is prone to minimize his own generation cost selfishly based 00 o a0 s0 0 10 10 o 160 10 200
on a set of biased estimation. Iteration

.. . Real voltage of bus1
The decision variables of the problem (14) are only related to

the bus: and its neighbors. So it is a local nonlinear optimization
problem with a small scale. This problem can be solved efficientfyig. 2: The real voltage of bus 1 and the estimates in IEEE14 system
using the state-of-art nonlinear programming solvers sudP@®T
or fmincon .
Next, we summarize the distributed algorithm for bues follows. _
——voltage of bus2

1) initialize the values of R s , — voltage of bus1
PE(0), QF(0),€:(0), fi(0), €50 (0), 34 (0), €564 (0), F(4)(0) ' —Valtage of bust

2) At iteration k + 1, if the stop criterion is satisfied (e.g. the 035 — voltage of buss
differences between consecutive estimates are small enough
lleiy (k) — eiy (K + 1)|| < €), then stop. If not, each agent

0.45

0.3

sends the variables; (k), fi(k), &) (k), f;(:) (k) to neighbors B

J ~ 1. . % 02
3) EJp(;ate the consensus variableg;)(k), f;¢) (k) according to ot

13).
4) Update the decision variables by solving the optimization prob- o1

lem (14) to (19), then go to step 2). 0.05

IV. NUMERICAL TESTS %% a e %0 0 D0 0 10 W0 o

In this section, we present a numerical example to illustrate the Real Voltage of bus2

application of the distributed algorithm proposed in Section Il.

We consider the IEEE14 case which is a benchmark case for OPF
problem and apply the proposed approach to solve the problem_ 'ﬁig 3: The real Voltage of bus 2 and the estimates in IEEE14 SyStem
topology of the 14-bus system is illustrated in Figure 1.

Due to the high number of buses, it takes 200 iterations for the
distributed algorithm to converge. The voltage and the estimaté$ (due to space limitation we did not include the voltage profile
profile of some of the buses are illustrated on the Figures 2 o6 all the buses). We can see clearly that the estimated voltages at
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Fig. 4: The real voltage of bus 3 and the estimates in IEEE14 systétig. 7: The real voltage of bus 8 and the estimates in IEEE14 system
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Fig. 5: The real voltage of bus 4 and the estimates in IEEE14 systéig. 8: The real voltage of bus 9 and the estimates in IEEE14 system
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Fig. 6: The real voltage of bus 5 and the estimates in IEEE14 systétig. 9: The real voltage of bus 10 and the estimates in IEEE14 system
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V. CONCLUSION

We have studied a consensus-based distributed optimization algo-
rithm and its application to the optimal power flow problem (the
original OPF problem, i.e. without any convexification steps). The
algorithm is run by multiple agents, each agent solves its local OPF
problem under the constraint of the power balance equation of the
bus related to it. The agent estimates the voltages of its neighbors
and exchange information to reach consensus. A consensus filtering
method is utilized to ensure the convergence of the estimation.
Numerical results are provided to demonstrate the effectiveness of
this distributed optimization problem. The consensus are reached
between all variables and their estimates. The algorithm provides
a feasible solution which is obtained via local computations only.
However, since the OPF problem is non-convex, there is no guarantee
that a global optimal solution is attained (we remind the reader that
this is not usually guaranteed even for centralized solvers, due to
the non-convexity of the problem). Thus, it would be interesting to

Fig. 10: The real voltage of bus 11 and the estimates in IEEE{urther evaluate the proposed algorithm in terms of its convergence

system

Fig. 11: The real voltage of bus 12 and the estimates in IEEE14

system

—voltage of bus12
O voltage of bus6
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80 100 120
Iteration
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Real voltage of bus12

robustness w.r.t. the network size/ initial conditions, and compare its
convergence point to various centralized solvers to evaluate the gap
between the obtained solution and the centralized, possibly global,
optimal solutions.
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