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Abstract

Depth images represent three-dimensional (3D) scene information and are commonly used for
depth image based rendering (DIBR) to support 3D video and free-viewpoint video applications.
The virtual view is generally rendered by DIBR technique and its quality highly depends on
the quality of depth data. Thus, efficient depth coding is a core technique to realize 3D video
systems. In this letter, we propose a depth reconstruction filter and depth down/up sampling
techniques. Experimental results demonstrate that the proposed methods reduce the depth coding
bit rate and achieve better rendering quality.
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Abstract— Depth images represent three-dimensional (3D) 

scene information and are commonly used for depth image based 
rendering (DIBR) to support 3D video and free-viewpoint video 
applications. The virtual view is generally rendered by DIBR 
technique and its quality highly depends on the quality of depth 
data. Thus, efficient depth coding is a core technique to realize 3D 
video system. In this letter, we propose a depth reconstruction 
filter and depth down/up sampling techniques. Experimental 
results demonstrate that the proposed methods reduce the depth 
coding bit rate and achieve better rendering quality.  
 

Index Terms— Depth reconstruction filter, Depth down/up 
sampling, 3D Video, Free viewpoint television (FTV)  
 

I. INTRODUCTION 
EPTH images represent a relative distance from a camera to 
an object in 3D space, and are widely used in computer 

vision and computer graphics to represent 3D scene 
information. Most image-based rendering (IBR) methods [1] 
utilize depth images in combination with stereo or multi-view 
video to realize 3D and free-viewpoint video applications 
[2]-[7]. Efficient compression of both the depth images and 
multi-view videos and rendering techniques are key issues for 
such applications and various coding schemes have been 
proposed.  

The recently finalized multi-view video coding (MVC) [8] 
standard supports inter-view prediction, but it does not include 
any particular provisions for coding of depth. Only very 
recently are depth related issues such as depth estimation, 
rendering, and depth coding being investigated in the context of 
an end-to-end system that considers acquisition, transmission, 
and display in MPEG 3DV group. 

The main objective of depth coding is how to synthesize the 
high quality virtual view with the low bit rate depth. That is, 
whereas texture coding focuses on the improvement coding 
performance itself, the depth coding should consider rendering 
quality than depth quality. In this letter, we propose a depth  

 
reconstruction filter and down/up sampling techniques. The 
proposed methods mainly focus on the object boundary which 
is sensitive to both coding and rendering.  
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The proposed depth reconstruction filter is designed as an 
in-loop filter to recover the object boundary and consists of 
newly designed frequent-low-high filter and bilateral filter. The 
proposed down/up sampling employs non-linear scaling and an 
up-scaled image is post-filtered by combination of median filter 
and depth reconstruction filter. The efficiency of the proposed 
algorithms is evaluated through the depth coding rate, depth 
quality, and rendering quality. The experimental results show 
better performance compared with the original depth coding. 

II. PROPOSED DEPTH CODING METHODS 

A. Depth Reconstruction Filter 
Unlike natural images, depth images have a well-defined 

object boundary, and it is very important to maintain the object 
boundary for high-quality rendering. However, since this is 
where the most significant information resides, the object 
boundaries are also prone to coding errors, which increase with 
lower bit rates as shown in Fig. 1. 

In this letter, we propose a depth reconstruction filter to 
compensate for depth coding errors and to recover the object 
boundary. The proposed depth reconstruction filter consists of 
the following two filters: 1) frequent-low-high filter to recover 
object boundaries, 2) bilateral filter to eliminate the remaining 
errors. The frequent-low-high filter is a kind of non-linear filter 
and is designed as follows: 

Firstly, we defined a window W(i, j) which is a set of pixels 
in a nm× window. m and n should be odd. And then the pixels 
in W are sorted by its intensity value as in (1) and the median 
value for W is defined as in (2). 

 
 { }1210 ,,)),(( −×= nmIIIIjiWsort L                      (1) 
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(a)                          (b)                         (c)                         (d)   

Fig. 1. Depth coding errors: (a) QP22, (b) QP27, (c) QP32, (d) QP37. 
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The pixels in W are categorized into low and high group by 

median(W) as depicted in (3).  
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For the pixel set Slow (k), we count the number of occurrence 

(Cv) for each intensity value (v) belonging to Slow with (4). 
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Among v values, we chose the intensity having the maximum 

number of occurrence and we define it as vlow as depicted in (5). 
That is, vlow is the pixel intensity value of the most frequently 
occurred intensity value among the set of pixel values which 
are smaller than the median value of W. 
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In the same manner, vhigh is defined. Finally, we decide the 
representative value for a given pixel by (6). 
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where W(x, y) is a center point in W. W(x, y) is replaced by the 
closer of the two representative values vlow and vhigh in the 
proposed frequent-low-high filter. 

The proposed frequent-low-high filter has following 
advantages over other linear filters: 1) it is more robust against 
outliers; a single pixel that does not have a similar intensity as 
those of neighboring pixels will not affect the 
frequent-low-high value significantly, and 2) since the 
frequent-low-high value must actually be the value of one of 
the pixels in the neighborhood, the frequent-low-high does not 
create new unrealistic pixel values when the filter straddles an 
edge.  

However, some errors may still remain and they look like 
Gaussian noise. To eliminate the remaining errors, we apply the 
bilateral filter [9]. The bilateral filter is non-linearly designed 
and is a representative edge-preserving filter. The bilateral 
filter extends the concept of Gaussian smoothing by weighting 
the filter coefficients with their corresponding relative pixel 
intensities. Pixels that are very different in intensity from the 
central pixel are weighted less even though they may be in 
close proximity to the central pixel. This is effectively a 
convolution with a non-linear Gaussian filter, with weights 

based on pixel intensities as in (7). 
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where Ip is a center pixel to be bilateral filtered and Iq is a Ip’s 

neighboring pixel in the window Wp. The filter parameters, 
space sigma ( sσ ) and range sigma ( rσ ), which define the 
spatial extent of the kernel and threshold for which color 
differences in the image, respectively. The depth reconstruction 
filter is implemented as an in-loop filter and it is located after 
the deblocking filter in H.264/AVC compatible codecs. 

B. Depth Down/Up Sampling 
Encoding a reduced resolution depth can reduce the bit rate 

substantially, but the loss of resolution also degrades the quality 
of the depth map, especially in high frequency regions such as 
the object boundary; the resulting image rendering artifacts 
could be very visible and disturbing. Conventional down/up 
samplers use a low-pass filter and an interpolation filter to 
reduce the quality degradation. However, since the depth video 
and image rendering results are quite sensitive to variations in 
space and time, especially on the object boundary, these 
traditional techniques are not sufficient. 

Considering the above, we design a new down/up sampler 
for depth. In down sampling a 2D image, a representative value 
among the values in a certain window must be selected; we 
choose a median value as in (8). 

 
)(),( ssdown Wmedianyximg ×=     (8) 

 
where Wsxs represents a sxs block and s is a scaling factor for 
down sampling. That is, the down sampling reduces the image 
size by selecting the median value for each Wsxs. 

The up sampling process consists of following steps: 1) 
image up-scaling, 2) 2D median filtering, 3) proposed depth 
reconstruction filtering. The up-scaling is an inverse process of 
the image down-sampling as depicted in (9). We use a same 
scaling factor used in down sampling process. 

 
⎣ ⎦ ⎣ ⎦)/,/(),( sysximgyximg downup =     (9) 

 
After the up-scaling, we apply 2D median filter to smooth 

the blocking artifact caused by image down sampling. Finally, 
the proposed depth reconstruction filtering is applied to 
reconstruct the object boundary distorted by down sampling. 

Down sampling
(down-scaling) EncoderOriginal Depth

Up sampling
(up-scaling +  

median filter +
reconstruction filter)

DecoderReconstructed Depth

Channel

Fig. 2. Flow diagram of depth down/up sampling.
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Fig. 2 shows a flow diagram of depth down/up sampling.  

C. Evaluation of Depth Coding 
The coding efficiency of common texture images is 

measured in the encoding bit rate and a peak signal-to-noise 
ratio (PSNR) value as in (10).  

 

( )MSEPSNR /255log10 2
10×=     (10) 

 
However, the depth image is 3D information to synthesize 

the virtual view, thus its quality should be evaluated in terms of 
rendering quality. In this letter, we measure the rendering 
PSNR by MSE between original image (Iorg) and rendered 
image (Iren) with the reconstructed depth image as in (11). 
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III. EXPERIMENTAL RESULTS AND ANALYSIS 
We have tested the proposed algorithm on two test 

sequences, “Ballet” and “Breakdancers” [10]. Among the 8 
views, view 3 and view 5 were selected as reference views and 
view 4 was set as the virtual view to be synthesized. Depth 
views were encoded using JMVC 3.0 [11] with QP 22, 25, 28, 
and 31. The delta QP, differential QP between the basis layer 
and sub-layer in hierarchical-B picture structure, was set as 
zero in all layers. We used own rendering method designed 
based on [12] and it was fairly used and the texture videos were 
not encoded. 

The 7x7 frequent-low-high filter was used and the bilateral 
filter parameters, the color sigma and space sigma, were set as 

10 and 1, respectively. The experimental results for depth 
reconstruction filter are given in Table I and Table II. The 
rate-distortion (RD) curves are shown in Fig. 3.  

Fig. 4 illustrates example images of the depth reconstruction 
filter for “Ballet” sequence and the color of depth images was 
auto-adjusted for better visibility. 

The experimental results for depth down/up sampling filter 
in depth rate and rendering quality are given in Table III and 
Table IV. The 5x5 median and 13x13 frequent-low-high filters 
were used for up sampling. The RD curves are illustrated in Fig. 
5. Fig. 6 shows example images of the depth down/up sampling 
and they were auto-adjusted for better visibility. 

TABLE I 
EXPERIMENTAL RESULTS FOR RECONSTRUCTION FILTER (BALLET) 

Depth rate (kbps) Rendering quality (dB) QP 
original proposed original proposed 

22 943.50 922.68 32.15 32.23 
25 705.07 692.70 32.07 32.18 
28 526.68 521.25 31.95 32.08 
31 391.52 395.90 31.80 31.93 
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Fig. 5. RD curves for depth down/up sampling: (a) Ballet, (b) Breakdancers. 

TABLE III 
EXPERIMENTAL RESULTS FOR DOWN/UP SAMPLING (BALLET) 

Depth rate (kbps) Rendering quality (dB) QP 
original proposed original proposed 

22 943.50 393.09 32.15 32.04 
25 705.07 292.59 32.07 32.01 
28 526.68 215.12 31.95 31.92 
31 391.52 160.55 31.80 31.80 

TABLE IV 
EXPERIMENTAL RESULTS FOR DOWN/UP SAMPLING (BREAKDANCERS) 

Depth rate (kbps) Rendering quality (dB) QP 
original proposed original proposed 

22 1174.53 497.67 31.78 31.81 
25 863.78 361.36 31.73 31.78 
28 616.88 250.52 31.65 31.71 
31 432.15 170.50 31.53 31.63 

  
  (a)                                                 (b) 

  
 (c)                                                 (d) 

Fig. 4. Depth reconstruction filter (QP31, 33rd frame): (a) without depth 
reconstruction filter, (b) rendering result for (a), (c) with depth reconstruction 
filter, (d) rendering result for (c). 
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Fig. 3. RD curves for depth reconstruction filter: (a) Ballet, (b) Breakdancers.

TABLE II 
EXPERIMENTAL RESULTS FOR RECONSTRUCTION FILTER (BREAKDANCERS) 

Depth rate (kbps) Rendering quality (dB) QP 
original proposed original proposed 

22 1174.53 1158.18 31.78 31.88 
25 863.78 859.05 31.73 31.86 
28 616.88 621.78 31.65 31.81 
31 432.15 442.97 31.53 31.73 
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From the experiments, we confirmed that the proposed depth 
reconstruction filter and down/up sampling achieved better 
depth coding performance and better rendering quality.  

Table V and Table VI show the experimental results for both 
the depth reconstruction filter and down/up sampling methods 
were used. Finally, we compared and analyzed the 
experimental result for three coding methods. As shown in Fig. 
7 and Fig. 8, the combined scheme shows the best performance 

among three cases but is slightly better than the down/up 
sampling scheme. It is because of that the effect of the depth 
reconstruction filter was offset by the reconstruction filter in up 
sampling process. 
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Fig. 8. Comparison of RD curves for three depth coding methods.  

 
  (a)                                                 (b) 

 
 (c)                                                 (d) 

Fig. 6. Depth down/up sampling (QP31, 1st frame): (a) without depth down/up 
sampling, (b) rendering result for (a), (c) with depth down/up sampling, (d) 
rendering result for (c). 

IV. CONCLUSIONS 
In this letter, we have proposed depth reconstruction filter 

and depth down/up sampling methods. The proposed depth 
reconstruction filter consisted of the frequent-low-high filter 
and bilateral filter. It was enough to recover the object 
boundary and gave advantages to both depth coding and 
rendering. In addition, the down/up sampling was designed by 
considering the characteristics of depth and enormously 
reduced the depth bit-rate without degradation of rendering 
quality. By experiments, we confirmed that the proposed 
schemes achieved better coding performance and rendering 
quality. 

TABLE V 
EXPERIMENTAL RESULTS FOR COMBINED METHOD (BALLET) 

Depth rate (kbps) Rendering quality (dB) QP 
original proposed original proposed 

22 943.50 384.39 32.15 32.04 
25 705.07 287.29 32.07 32.01 
28 526.68 212.83 31.95 31.92 
31 391.52 159.07 31.80 31.80 
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