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Abstract— We describe the architecture for our distributed video
coding (DVC) system. Some key differences between our worknéd
previous systems include a new method of enabling decoder mn
compensation, and the use of serially concatenated accunai® syndrome
codes for distributed source coding. To evaluate performace, we compare
our system to the H.263+ and H.264/AVC video codecs. Experints
show that our system is comparable to DVC systems from Stanfd and
Berkeley in the sense that our system performs better than F263+Intra,
but worse than H.263+Inter and H.264/AVC.

. INTRODUCTION

Distributed video coding (DVC) is a new approach to compogss
which shifts complexity from the encoder to the decoder [2],
Current systems achieve this goal by using Slepian-Wolésathich
ignore inter-frame correlation at the encoder, and insteggloit
temporal redundancy by doing motion compensation at thedtac
Specifically, [2] uses a combination of Slepian-Wolf decgdiand

Joao Ascenso

Instituto Superior de Engenharia de Lisboa Massachusetts Insitute of Technology
Lisbon, Portugal

Email: joao.ascenso@Ix.it.pt

Ashish Khisti and Dmitry Malioutov

77 Massachusetts Avenue
Cambridge, MA 02139
Email: {khisti,dmm} @mit.edu

that the bit rate is negligible. In particular, the Intratpies for the
LQR are coded at the target PSNR while all non-Intra pictunes
coded at a very low quality since the main purpose of the mbra|
components of the LQR are to enable decoder motion estimatio
described in more detail in Section II-B. Whenever repartiasults
we count the total rate of the LQR and the distribute videocecod
In parallel with encoding the LQR, we divide each frame ofedd
into 8-by-8 blocks, apply a discrete cosine transform (DGI)ide
each transformed valu&/[i, j] by the corresponding entry from a
quantization tabfeQ[i, j], and roundW 1, 5]/Qli, 5] to the nearest
integer. For the quantized high frequency coefficients, p@yarun
length coding followed by entropy coding similar to JPEG. [B]
particular, we perform a zig-zag scan through the high feagy
coefficients, record the number of zero coefficients untd tiext
non-zero coefficient, and then entropy code these run Israghwell

cyclic redundancy check (CRC) codes to help the decodefyverfS the non-zero coefficient values.

when it has determined the proper motion vectors. In contfa
uses “hash codes” consisting of a few DCT coefficients to hiedp
decoder produce motion vectors.

In this paper, we propose an architecture for DVC based

For the low frequency coefficients, we encode the bit plaegs s
arately. While most other systems such as H.264/AVC and 3+.26
use block based mode selection, working with bit planes bases
&lvantages for DVC systems. First, the correlation with sive

using Serially Concatenated Accumulate (SCA) syndromeesodnformation (and hence the efficiency of syndrome coding)edels
for Slepian-Wolf coding and sending a low quality, DPCM/DCTStrongly on the bit plane: if there is a low correlation betwethe
encoded version of the source video to the decoder for use Sie information and a given bit plane, then entropy codingy m
motion estimation. We refer to this as a “hybrid DVC" systenP€ more efficient than syndrome coding. Second, block basgtem

because temporal redundancy is exploited by both the endadth
lower complexity but lower efficiency) and the decoder (wiigher
efficiency but higher complexity).

An outline of this paper follows. We describe our system
Section I, and discuss our contributions and its relatigm$o other
methods in lll. Next, we present experimental results shgwhat our
system performs better than H.263+Intra, but worse tha®3+mter

selection complicates the use of syndrome codes: if bloskdaode
selection were used, then blocks that did not use syndrordmgo
would reduce the data length and hence decrease the efficidnc
ithe syndrome code and require syndrome codes of varyingheng
The detailed coding of the bit planes is as follows. First, we
organize the low frequency coefficients into bit planes ing a
raster scan of all the 8-by-8 blocks in the frame. For eaahsfoam

and H.264/AVC in Section IV, and close with some concludin§oefficientc, we extract thebth bit plane yielding a set of bit vectors,

remarks in Section V.

Il. SYSTEM ARCHITECTURE

one for each paifb, c). Next, for each paifb, c), a bit plane classifier
chooses one of three modes (which is encoded with two bits. T
first mode is a skip mode, which is chosen if the bit plane is all

We begin by describing the overall system architecture far ozeros. In this case, no further information needs to be seybrizl

encoder and decoder illustrated in Fig. 1 and then discgssath
component in more detail.

A. Encoder

the mode. The next mode is an entropy coding mode, which isectho
if the binary entropy of the bit plane is less than a fixed thodd.
In this case, an entropy coded representation of the biepksent.
Finally, if neither of the following conditions applies, grglrome

First, the source video frames are encoded with a low coritplexcoding mode is selected and syndromes are generated.

mode of H.264/AVC to produce a low quality reference (LQRhjct
is sent to the decoder. Specifically, we use the H.264/AVEresice

To encode a bit plane vecterinto a syndromes, we apply the
parity check matrix for a serially concatenated accumu(&€EA)

software with a motion search range of zero to produce the LQBode [4] to obtains = H, - v. SCA codes have several properties

which is sent to the decoder. This so-called “0-motion” motl&vC

achieves better performance than intra-frame coding Isec&gan do
inter-frame prediction in a manner analogous to DPCM, bgtires
far less complexity than inter-frame coding because noanatearch
is required. As implied by the name, the LQR is of low enougaligy

that prove useful for DVC. First, for Gaussian and Laplacauarces,
these codes have been shown to perform close to the Slep#n-W

10ur default quantization table is drawn from the JPEG stahdhut
adaptingQ|[z, j] to the sequence improves performance.
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Fig. 1. A diagram of our distributed video coding architeetu

bounds for distributed source coding in [4]. Second, theskes are wherez (i) denotes which 8-by-8 column corresponds to position
rate adaptive in the sense that the same basic structureeaszset for andy(:i) denotes which 8-by-8 row corresponds to positjon

a wide range of rates. Third, these codes are incrementhéisgnse  To generate the log-likelihood ratios required by our beiep-
that if ny bits are sent but determined insufficient for decoding, thesmgation decoder, we first apply the DCT to each 8-by-8 block of
n1 —no additional bits can be sent to obtain the same performanceiagi, j] to obtain W;]i, j]. Next, we model the probability of the

if n1 bits had been sent initially. Finally, by using belief prgption, (transformed and quantized) coefficient to be decoded tiondd
these codes can decoded at rates near the Slepian-Wol§ hvith  on the motion compensated current frame using a Laplaciatemo

complexity proportional to the block length. 5 A -
P(Wili. ] | Wali,3]) = 5 exp { ~AIWAli, 3] = Wi, ]l } - (3)

Aol1though (3) gives the probability of @oefficienttaking a given
value, we need to decode eadlit plane separately. To obtain
the likelihood ratios for a given bit plane, we start with treast
esd'gnificant undecoded bit plane and compute the total pibityabf

B. Decoder

To decode an Intra coded picture at the start/end of a group
pictures (GOP), we decode the corresponding intra pictuna the
LQR. To describe the decoding process for a non-Intra gicatitime

t, we assume that frame— 1 has already been decoded and sav . . . . . .
a given bit being 0 or 1 by summing over all possible coefficien

in a buffer. - B
n a butter probabilities where that bit is either O or 1. For examplecampute

In order to estimate motion vectors, the LQR is reconstdiateng o i . PPN
the H.264/AVC decoder and divided into blocks. For each Iblocthe probability that the least significant bit at positiany) is 0, we

in the reconstructed LQR, the motion estimation finds theslblim would compute
the previously de_c_oded frame that minimizes the sum of apsol Pr(lsb of W;[i, j] = 0] = Z p(Wili, j] = = | Wili, 5]). (4)
differences. Specifically, let:—1[¢, j] denote the value of the pixel 2=0,2,...

at columni and rowj of the decoded frame at time— 1 and let oy if the least significant bit at that position was detagd to

W[, j] denote the corresponding pixel in the LQR. Then the motiogb 1, we would compute the probability for the next least ificgmt
vector for the block at column and rowy is

3

7
i=0 j=0

via
Pr[2nd Isb of Wi[i,j] = 0] = Y p(Wili,j] =z | Wili, j]).

x=1,5,...
®)

As first described by Ungerboeck in the context of channelngpd
[7], syndrome decoding from least to most significant bithpk is
better than decoding in the reverse order. Intuitivelys ikibecause
once the least significant bit plane has been decoded dgrrect
knowing the value of the least significant bit plane makesodig
the next bit plane easier since the values to be comparediahef
apart.

To decode the syndromes and recover the quantized bit plames
Wiy 7] = we—1[(2,5) — v[z(2), y(7)]] (2) apply a turbo-like decoding algorithm based on belief pgapien

v[z,y] = arg min e [i + 8z, j + 8y]
a,

—we—1[i +8x —a,j+ 8y —b]| (1)

wherea andb take values in the search intengd M, —M —1, .. .,
M} for some integetV/.

Once the motion vectors have been determined, the decopléesp
them to the previous decoded frame_1[i, j] to obtain a motion
compensated version of the current frame:



[4]. If decoding fails, we allow the decoder to request mgnedsome dB on average with noticeable visual improvement in the igualf
bits from the encoder via a feedback charmBlecoding (and further the side information. Unforuntately the improvements om therall
feedback requests) are performed until decoding is suitdeds rate-distortion performance was signicantly smaller tte 0.4 dB
our experimental results, the bit rates reported inclugentinimum improvement to the quality of the side information. Howeubese
number of syndromes required for all syndromes to be decodesbults (and those in [5]) illustrate that having the LQR ilatde
correctly. enables a wide variety of decoder estimation techniqueghadan

improve the side information quality.
I1l. DISCUSSION

Three key differences in our system compared to other DVC IV. EXPERIMENTAL RESULTS

systems [1], [2] are the low quality reference (LQR) prodiice To evaluate the performance of our DVC system we encoded
by the encoder to enable decoder motion estimation, thallyeri the “foreman” (QCIF resolution) and “mother and daughteat (
concatenated accumulate syndrome codes to enable rat@timiap CIF resolution) sequences and compared the results tougadither
and incremental redundancy, and the bit plane based moeletisel codecs as illustrated in Fig. 2. In all tests we encoded laMés
One important advantage of our approach is that the O-matimie at 30 frames per second. Results for our DVC system include th
of H.264/AVC can produce an LQR that provides acceptabledec sum of the bit rate for the DVC system and the LQR. These ®esult
motion compensation while requiring very few bits to encolbe show that our DVC system is comparable to similar distridseurce
LQR method bears more resemblance to the “hash codes” moposoding results [1], [2] in the sense that it outperforms BR&itra,
for decoder motion compensation in [1] which consist of a fewut does not perform as well as (or better) than H.263+Irtkis is
coarsely quantized low frequency DCT coefficients and lesem- a promising preliminary result showing that DVC has the ptié
blence to the cyclic redundancy checks (CRCs) used for @gcodio improve upon intra-frame coding.
motion compensation proposed in [2]. Nonetheless, an aagarof In addition, we note that the gains of our DVC system are large
the LQR over both hash codes and CRCs is that since the LQRfas the mother and daughter sequence than on foreman. Wevéeli
encoded using the sophisticated video coding tools of HAR63, it this is because mother and daughter has less motion (and thus
can be compressed much more efficiently than hash codes os.CR@uch higher temporal correlation) than foreman. Since Dy&esns
This is especially relevant for sequences with very stremgporal exploit temporal correlation at the decoder we expect the g&
correlation such as the 30 frames/second, CIF resolutianttibt and DVC systems over intra coding to be larger on sequences with
Daughter” where the LQR can be encoded using much less than tigh temporal correlation. We note, however, that when ¢neporal
kb/s while even sending a one byte CRC or hash code per 8-by@relation is high, one can obtain a low complexity encoaging
block would require about 380 kb/s just for the CRC or hashetodthe 0-motion mode while losing very little relative to futiter coding.
While hash codes (and to a lesser extent CRCs) could alsocoe eth To make DVC practical, however, one should actually compare
more efficiently to exploit temporal or spatial correlaspmlesigning to the state of the art H.264/AVC codec as well as to other low
a special purpose hash or CRC compression algorithm thidrper  complexity codecs. Such a comparison is sobering; evenritra i
comparably to H.264/AVC is a non-trivial task. mode of H.264/AVC outperforms our DVC system. This is pélstia
Another advantage of the LQR is that it provides video infation  due to the fact that H.264/AVC contains much more engingesffort
that can enable a variety of decoder motion compensatiohadst and optimizations than H.263+ and our DVC system. Furtheegrid
in addition to the block matching approach in (1). For exampther the goal is to obtain maximum compression efficiency by elating
motion estimation tools commonly used at the encoder suclulas the complexity of motion search, one can improve upon theaint
pixel motion estimation and multi-reference predictiom dze used mode of H.264/AVC or H.263+ by using inter-frame coding with
at the decoder when the LQR is available. In particular, Id &®&lp a motion search range of zero. This so called 0-Motion mode
[5] showed that half-integer motion estimation providedw®en 0.3 essentially corresponds to differential pulse code mauigDPCM)
and 0.7 dB improvements in the quality of the side informaitio and achieves performance very close to inter-frame codiitigowt
while multi-reference search yielded improvements betw@& and motion search.
2.7 dB. In addition to PSNR results, we also present a visual corspari
Along these lines, we noted that the “noisy motion estinmétio of the mother and daughter sequence encoded with H.263dnial
problem in our architecture differs from classical motigtimation our DVC system in Fig. 3. From these images we see that due to
in that we try to match the LQR [, ;] to the reference in (1) instead the inefficient compression of intra coding, the H.263+dntoded
of matching the source[i, j] to the reference as would be the cassequence suffers from noticeable blocking artifacts. imtrest, since
in non-distributed video compression. To account for thésewplored our DVC system can exploit temporal correlation at the decoi
regularized motion estimation by including a bias towardsals compresses the sequence more efficiently fewer artifatttso(mh
motion vectors and a bias to a smooth motion vector field. Sheér some ringing is evident).
was implemented by adding a penalty term of the forrfu®+5%) to
(1) while the latter was implemented by adding a penalty teome-
sponding to the sum of squares of the difference betweermbeitg To evaluate the performance of our DVC system, we presented e
motion vectors. This improved the PSNR of the motion comatats perimental results for the foreman sequence and compareatitius
side information by up to 1.5 dB for some frames and about Omodes of the H.264/AVC and H.263+ codecs. As with [1], [2]r ou
system performs better than H.263+Intra, but worse tha63+-mhter.
‘20f course, in practice a feedback channel might not be dlailand This comparison shows that with roughly equal engineeriffigrte
either 'some s_mall amount of errors wou_ld have to be tolerateal CRC or DVC can provide better compression efficiency with loweragtiog
other information would have to be provided by the encodeertable error . o . .
detection. Nonetheless, this is a common assumption in DVGZ]. complexity than a traditional system. Practically, howeby simply
3Note these are improvements in the quality of the side infgion not the USing @ motion search range of zero in H.264/AVC or H.263, @an
overall rate-distortion performance. eliminate the complexity of encoder motion search whilei@adhg

V. CONCLUDING REMARKS
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Fig. 2. A comparison of various video coding systems on tte 1i00 frames of the QCIF resolution foreman sequence andhditieer and daughter sequence
at 30 frames/second. The “0-motion” modes represent tHerpeaince of H.264/AVC or H.263+ with motion vectors forcedbe zero. Our distributed video
codec is denoted MERL-WZ.

Fig. 3. Frame 14 of the CIF mother and daughter sequence &t Kif)8econd with H.263+Intra (left) and our distributedaadcodec (right).
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