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Abstract— In this paper, we investigate the design of pulse
shaping FIR filters for impulse radio ultrawideband (UWB)
communications systems. The goal of the shaping is to meet an
arbitrary spectrum mask, e.g., the mask mandated by the FCC
for UWB emissions. Compared with classical FIR filter designs,
the current problem introduces three new challenges: (1) it is
minimax with quadratic constraints, (2) a single-sided distortion
function is used, (3) delay positions are treated as tuning
parameters. We first approach this problem by constructing
a least-squares approximation to the minimax problem where
the optimization over delays can be easily solved. With the
LS solution serving as an initialization, nonlinear optimization
techniques are employed to fine tune the solutions.

I. I NTRODUCTION

With the release of the “First Report and Order,” Feb.
14th, 2002, by the U.S. Federal Communications Commission
(FCC), interest in ultra wide bandwidth (UWB) communica-
tion systems has increased [1]–[4]. The IEEE 802.15 standards
organization (responsible for Personal Area Networks) has
created a new task group, TG3a, that will standardize a
high-data-rate Physical Layer based on UWB. One of the
most important requirements is the fulfillment of the spectral
masks mandated by the frequency administrations in different
countries.

In addition, it is also required by IEEE 802.15 that UWB
systems do not interfere with existing wireless systems like
802.15.1 (Bluetooth), 802.15.3 (Personal Area Networks),
802.15.4 (Zigbee) and 802.11a and 802.11b (wireless LANs).
Furthermore, UWB systems should also be robust against
interference from these devices, as well as from interference
from microwave ovens and narrowband interferers.

All these requirements impose additional constraints on the
spectral shaping. While some of those interferences are at
fixed frequencies, others have variable center frequencies(like
the different bands of 802.11a) or frequencies that cannot be
predicted a priori. Finally, most devices will have to adapt
to the frequency masks in different countries. It is thus both
necessary and advantageous to be able to shape the spectrum
adaptively.

While the FCC has not mandated a specific multiple-access
and modulation scheme, time-hopping impulse radio (IR) is
the most popular technique [1] [2]. In this, each symbol is
represented by a series of time shifted pulses; the modulation
can be pulse position modulation (PPM) or pulse amplitude
modulation (PAM). In either case, the spectrum of the transmit
signal is proportional to the spectrum of the transmitted pulses

[4]. It is thus very important to design pulses that fulfill the
spectral requirements.

In this paper, we undertake an optimization approach toward
the problem of spectrum shaping for single-user communi-
cation systems. Due to the large bandwidth of the pulses,
digital synthesization techniques can not be applied. However,
it is straightforward to produce Gaussian pulses and their
derivatives [3]. An analog FIR filter with adjustable real
coefficients and time-shifts is used to shape the spectrum of
those basis pulses. Compared with classical FIR filter designs,
the present problem involves three distinct challenges:

1. the problem has a quadratic constrained min-max formu-
lation.

2. the distortion measure between the desired and the ac-
tual response is single-sided, i.e., the actual magnitude
response has to strictly lie below the desired response.

3. the delay positions are treated as variables. Equivalently,
this can be regarded as a constraint on the number of
nonzero coefficients. Hence the problem is inherently
combinatorial.

Our proposed approach is to first construct a bootstrapping
solution by approximating the single-sided min-max problem
with a least squares formulation. The particular form of least
squares formulation also eliminates the need for combinatorial
optimization over time-shifts. With the bootstrapping solution,
nonlinear optimization techniques are then employed to fine
tune the solution.

The rest of the paper is organized the following way:
in Section 2, we set up the mathematical formulation of
the problem. Section 3 solves the approximate formulation
that serves as initialization for the nonlinear optimization of
Section 4. We then show simulation results. A summary and
conclusions wrap up the paper.

II. PROBLEM FORMULATION

We deal with the problem of finding a pulse that fulfills
a given spectrum. Figure 1(a) shows the FCC mask for
UWB communications transmitters in indoor environments.
Figure 1(b) shows the modified spectrum mask with notches at
WLAN bands. Note that Figure 1 has been normalized without
loss of generality.

Assume there is a single basic monocyclep(t) which can
be generated by the circuits easily. Typically, Gaussian pulses
and their differentiations are good choices in this regard.A
linear FIR filter can be used to shape the spectrum ofp(t) in
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Fig. 1. (a) FCC spectral mask. (b) Modified spectral mask with notches at
WLAN bands.

order to fit better with the mask. The corresponding system
diagram is shown in Figure 2.

Fig. 2. Diagram for single user spectrum shaping.

The impulse response ofh(t) is assumed to be the sum of
δ-functions placed at different time and weighted differently.
That is,

s(t) ≡

M
∑

i=0

sip(t− τi) (1)

S(jΩ) ≡

∫ ∞

−∞

s(t)e−jΩtdt =

M
∑

i=0

siP (jΩ)e−jΩτi . (2)

The number of filter coefficients is restricted by complexity
considerations. In contrast to tapped delay lines, where only
certain discrete delays are feasible, we assume here that a
continuum of delays can be chosen. This can be achieved
by the use of programmable pulse generators. The range of
allowed delays of the coefficients is determined by the pulse
repetition frequency of the communication system.

Introduce the following notations:

s ≡ [s0 s1 . . . sM ]T (3)

τ ≡ [τ0 τ1 . . . τM ]T (4)

r(λ) ≡

∫ ∞

−∞

p(t− λ)p(t)dt = r∗(−λ), (5)

R(τ) ≡
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(6)

〈s(t), s(t)〉 ≡

∫ ∞

−∞

s(t)s∗(t)dt = sT
R(τ)s (7)

The single user spectrum shaping problem can now be
formulated as follows:

max
s,τ

〈s(t), s(t)〉, subject to|S(jΩ)|2 ≤M(Ω) ,∀Ω ∈ [−Ωm,Ωm].

(8)

where M(Ω) is the regulated upper-bound on the squared
magnitude response andΩm is set to be 11GHz. This is
equivalent to:

min
s,τ

max
Ω∈[−Ωm,Ωm]

|S(jΩ)|2

M(Ω)
, subject tosH

R(τ)s = 1. (9)

III. A PPROXIMATE SOLUTIONS WITH LEAST-SQUARES

FIR FILTER DESIGNS

The min-max formulation (9) (or the robust∞-norm min-
imization) is well-known to be a difficult problem [5]–[7].
In this section, we propose to approximate (9) with a 2-
norm minimization, in an effort to find a good bootstrapping
solution.

Introduce

G(Ω) ≡

√

M(Ω)

|P (jΩ)|
, (10)

φ(Ω, s, τ) ≡ s0e
−jΩτ0 + s1e

−jΩτ1 + · · · + sMe−jΩτM . (11)

so that

max
Ω∈[−Ωm,Ωm]

|S(jΩ)|2

M(Ω)
= max

Ω∈[−Ωm,Ωm]

|φ(Ω, s, τ)|2

G(Ω)2
. (12)

Note that

max
Ω∈[−Ωm,Ωm]

|φ(Ω, s, τ)|

G(Ω)
−1 = max

Ω∈[−Ωm,Ωm]

|φ(Ω, s, τ)| −G(Ω)

G(Ω)
.

(13)
We can choose the energy constraint as being sufficiently big,
i.e.,

sH
R(τ)s = b, b→ ∞ (14)

such that (13) is equal to the∞-norm. Although it does not
make any difference in the original∞-norm formulation, it af-
fects the 2-norm approximation. A 2-norm approximation can
be constructed by replacing the maximum with an integration
weighted byG(Ω). Then the 2-norm approximation results in
a FIR filter design problem with least-squares formulation:

min
s,τ

∫ Ωm

−Ωm

||φ(Ω, s, τ)| −G(Ω)|
2
dΩ. (15)

One notable difference with traditional least-squares FIR
filter design is that the delay vectorτ is itself to be optimized
here. In this step of our solution, we use the approximation
of discrete spacing of the delays. Since the frequency range
of interest is[−Ωm,Ωm](Hz), if |φ(Ω, s, τ)| is required not to
fold over in this frequency range,∆τ ≤ 1

2Ωm
(sec).

Assumeτi = di∆τ, i = 0, . . . ,M anddi’s are integers. Let
G̃(ω) ≡ G(ω∆τ) andg(n) be the impulse responses ofG̃(ω).
Consider

min
s,τ,λ

1

2π

∫ Ωm

−Ωm

∣

∣φ(Ω, s, τ) −G(Ω)e−jΩλ
∣

∣

2
dΩ (16)

≈ min
s,d,n

1

2π

∫ Ωm

−Ωm

|s0e
−jΩ∆τd0 + · · · + sMe−jΩ∆τdM

−G(Ω)e−jΩn∆τ |2dΩ (17)

= min
s,d,n

1

2π

∫ π

−π

|s0e
−jωτd0 + · · · + sMe−jωτdM

− G̃(ω)e−jωn|2dω (18)



= min
s,d,n

M
∑

i=0

|si − gdi−n|
2 +

∑

otherj

|gj |
2 (19)

= min
s,d,n

M
∑

i=0

(s2i − 2sigdi−n) +

∞
∑

j=0

|gj |
2 (20)

subject tosH
R(τ)s = b (21)

Now let b→ ∞, if R(τ) = I, the optimal set ofdi −n has
to match the taps ofg(n) with the largest magnitudes. Even
for generalR(τ), the above choices ofdi’s are still reasonable.
Oncedi has been fixed, we are dealing with:

min
s

‖s− g‖2, subject tosH
R(τ)s = b, (22)

where g is constructed by stacking the chosengdi−n’s with
the largest magnitudes. Letb → ∞. It can be shown that the
solution is given by:

s ∝ u1u
H
1 g (23)

whereu1 is the principal component ofR.
The above quadratic approximation is only one out of the

many possible quadratic approximations. In essence, without
constraints on the degree of freedom, the optimal solution
for (9) is an IIR filter with frequency responsẽG(ω), if
〈s(t), s(t)〉 in (8) is changed to the energy within the band
of interest[−Ωm,Ωm]. The various quadratic approximations
can be viewed as minimizing some distance measure between
the IIR solution and the pursued FIR solution. The above
quadratic approximation is pursued mainly because the joint
optimizations over the weights and delays are easily solvable
with its special structure ofmins,τ ‖s − g‖2. A general
quadratic formulation of the form,

min
s,τ

trace(s− g)H
W(s− g),

would require combinatorial optimizations to search for the
best placement of the delays out of the allowed pulse positions
on the quantization grid, which is itself a difficult problem.

IV. N ONLINEAR OPTIMIZATION WITH NEURAL

NETWORKS

Our general strategy for the solution of (9) is to initialize
with the bootstrapping solution provided above and further
exploit nonlinear optimization techniques to gradually refine
the solutions. Here, we discuss an implementation with multi-
layer perceptron (MLP) neural networks.

A. Putting into the MLP Framework

In order to put the current problem into the general frame-
work of MLP, we first simplify the maximization over fre-
quency range[−Ωm,Ωm] with that over a uniformly quantized
frequency points, i.e.,

max
Ω∈[−Ωm,Ωm]

|φ(Ω, s, τ)|2

G(Ω)2
≈ max

i∈{0,...,L−1}

|φ(Ωi, s, τ)|
2

G(Ωi)2
(24)

whereΩi ≡ i∆Ω. In this way, we essentially introducedL
hidden units in the MLP.

A second simplification is to replace the max-function with
a differentiable soft-max. Given a set of continuous functions
fi(x), i = 0, . . . , L− 1, introduce

ϕ(x) ≡ max
i=0,...,L−1

fi(x). (25)

At anyx where there is a uniquei such thatfi(x) = ϕ(x), for
a sufficiently large positive numberα, we have the following
soft-max approximation:

ϕ(x) = max
i=0,...,L−1

fi(x) ≈
1

α
log

∑

i=0,...,L−1

eαfi(x). (26)

With these two simplifications, the problem becomes:

min
s,τ

ψ(s, τ), subject to sH
R(τ)s = 1. (27)

where

ψ(s, τ) ≡
L−1
∑

i=0

e
αφi(s,τ)

G(Ωi)
2 , (28)

φi(s, τ) ≡ |φ(Ωi, s, τ)|
2. (29)

The right part of Figure 3 depicts the the feedforward
evaluations of the function and the left part shows the back
propagation update of the function.

+

…

…

Soft-max

Fig. 3. MLP with Back-Propagation Learning

The computation terminates when the soft-max cost func-
tion cannot be improved further. Since the soft-max is not
exactly the maximum, with approximation errors especially
noticeable at places around the cross-points of the maximizer
functions, the minimax solution among all the(s, τ)’s ever
visited is output as the solution.

1) Conditional Maximization:While it is theoretically pos-
sible to simultaneously adjust the two set of parameterss and
τ , practically we prefer to decouple their tuning by adoptinga
conditional maximization approach, i.e., optimizing one with
the other fixed. In addition, this decoupling may be justified
by the different nature of the two parameter sets. To better
appreciate this, suppose a small changeµ∆τ is to be applied
to the currentτ . If µ is too big, then the algorithm may not
converge; otherwise, such fine changes in delays may not be
supportable by the timing accuracy in circuit implementation.
Hence in our current implementation, withτ quantized, we
scaleµ such that it “hops” to the nearest valid quantization
point on the multi-dimensional grid.



2) Escaping from Local Minima:Typically, numerical non-
linear optimizations can only be assured to arrive at a local
optima rather than a global one. A popular approach to escape
from possible local minima is to initialize the solution with
several distributed (randomized) initializations and choose the
best solution among the different trial pathes.

B. Implications about Differentiability

In essence, the above procedure is a gradient descent ap-
proach to iteratively optimize the function. Generically,ϕ(x)
is not differentiable everywhere. The above procedure treats
the problem by simply taking the gradient of the soft-max.
We should point out this is only anad hoc approach. At
places whereϕ(x) is not differentiable because more than
one function achieve the maximum, the computed gradient
is essentially an average of the gradients of the maximizers.
Thus the computed gradient does not carry a physical meaning
as a direction used for local first-order approximation.

It has been established in the literature [6] [5] that un-
der general conditions, any directional derivative (e.g.,left
derivative or right derivative in one-dimensional case) of
ϕ(x) exists and is continuous. Iterative methods to identify
beneficial directions to move and implement gradient descent
based on the directional derivatives have been proposed [5]–
[7] and supported theoretically [5], [6]. For example, the
procedure in [7] involves iterations of three subroutines,linear
programming, quadratic programming, and one-dimensional
search. Therefore, if further enhancement to the performance
and robustness is critically demanded, it is recommended that
these procedures based on directional derivatives be used.A
performance evaluation of them is left as a future work.

V. SIMULATIONS

In this section, design examples for the proposed method
are given, withM = 3 and p(t) being the 5th derivative
of Gaussian pulse. The basis pulses, delays, and number
of coefficients are typical for an TH-IR system that fulfills
the IEEE 802.15.3a requirements. The efficiency is measured
in terms of the maximum (normalized) transmission power
Pm ≡ 〈s(t), s(t)〉 as in (8). The two spectrum masks shown
in Figure 1(a) and Figure 1(b) are tested. In the results reported
below, the nonlinear optimization uses only one initialization,
which is provided by the LS approximation.

A. Fulfilling the FCC Mask

For the FCC mask in Figure 1(a), the impulse reponses of
G is shown in Figure 4.

When restricted to a FIR with onlyM +1 = 4 coefficients,
the discussions in Section III on the LS approximations would
suggest settingτ to correspond to the first four pulse positions.
The results with LS approximations are:

s = [0.4373 − 0.2677 − 0.2677 0.4373]T (30)

τ = [0 1 2 3]T /22ns (31)

Pm = 97.7306dB. (32)

0 10 20 30 40 50 60 70 80 90 100
−4

−2

0

2

4

6

8
x 10

7

Time (1/22ns)

g(
n)

Impulse responses of G treated as a digital frequency response

Fig. 4. Impulse response ofG, which is truncated to obtain the initial
solution.

The results with nonlinear optimizations initiated with the LS
approximation solution are:

s = [−0.2524 − 0.9988 − 0.9988 − 0.2524]T (33)

τ = [0 10 17 27]T /200ns (34)

Pm = 98.8112dB. (35)

The initial monocycle already fits the FCC mask very well
with Pm = 98.1263. Compared with the initial monocycle,
the LS approximate solution is worse by about0.4dB; the
fine tuning result with nonlinear optimizations is better than
the initial monocycle by about0.7dB.

Figure 5 shows the spectrum shaping results after normal-
ization, compared with the FCC mask. In the time domain,
the shaped pulse obtained from the nonlinear optimizationsare
shown in Figure 6, together with the original monocycle. Since
in this case the shaped pulse still has a very short support, the
potentially achievable data rate is high.
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B. Fulfiling the Modified Mask with Notches at WLAN Bands

For the modified mask with notches in WLAN bands in
Figure 1(b), the impulse response ofG is shown in Figure 7.
The two notches do not result in a significant change to the
impulse response. The results with LS approximations are:

s = [0.4373 − 0.2677 − 0.2677 0.4373]T (36)

τ = [0 1 2 3]T /22ns (37)

Pm = 82.6555dB. (38)
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Fig. 7. Impulse response ofG, which is truncated to obtain the initial
solution.

The results with nonlinear optimizations initiated with the LS
approximation solution are:

s = [0.9832 0.7258 0.7258 0.9832]T (39)

τ = [0 9 18 27]T /200ns (40)

Pm = 97.1118dB. (41)

The presence of the notch around 5.3GHz imposes a strict
power limitation if the 5th derivative of Gaussian is used
without shaping (Pm = 82.1172). The LS approximate so-
lution improves by about0.5dB; the fine tuning result with
nonlinear optimizations is better than the initial monocycle by
about15dB.

As before, Figure 8 and Figure 9 show the spectrum shaping
results in frequency domain and time domain, respectively.

VI. CONCLUSIONS

In this paper, the design of pulse shaping filters to fit an arbi-
trary spectrum mask is studied. The problem is formulated asa
quadratically constrained minimax with single-sided distortion
function. In addition, delay positions are treated as tuning
parameters. A least-squares approximation to the minimax
problem is constructed for which the optimization over delay
can be easily solved. With the approximate solution as an
initialization, nonlinear optimization techniques are employed
to fine tune the solutions. Simulation results demonstrate
satisfactory performance of the proposed procedure, especially
in the example of modified spectrum mask with notches at
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wireless LAN bands. Although the exact optimization over the
delays is a combinatorial problem, it is empirically observed
that the proposed approaches yield solutions with clustered
delay patterns.

The work presented here is applicable, among others, to
the pulseshaping in UWB communications systems. It is a
central component of one of the standards proposals submitted
to IEEE 802.15.
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