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Abstract— A novel rapid acquisition algorithm, called Sequen-
tial Block Search, is proposed for impulse radio systems, which
can reduce the mean acquisition time considerably. The algorithm
is compared to the conventional serial search algorithm and
output statistics for both algorithms are derived for a binary
phase-shift keyed random time hopping impulse radio system.
The mean acquisition time formulas are obtained using the signal
flow graph approach. The simulations indicate the superiority of
the rapid acquisition algorithm over the serial search technique
with a modest increase in the complexity.

I. I NTRODUCTION

In impulse radio communication systems, the acquisition of
an incoming signal is critical in de-modulation of the signal
which often takes the form of PPM (pulse position modulation)
or BPSK (binary phase shift keying). Because of the high
resolution in time required to locate narrow pulses employed
in ultra-wideband (UWB) systems, a considerable number of
possible pulse positions must be searched in order to acquire
the received signal. Therefore, a rapid acquisition algorithm is
very important in UWB communications.

The role of an acquisition technique is essentially to deter-
mine the relative delay of the received signal with respect to
a template signal in the receiver. The conventional technique
to achieve this is what is known as the serial search algorithm
[1], in which the received signal is correlated with the template
signal and the correlation output is compared to a threshold.
If the output is lower than the threshold, the template signal is
shifted by an amount comparable to pulse interval and is cor-
related with the received signal. This procedure continues until
an output exceeds the threshold. This serial search algorithm
may take a long time, thus, some quick algorithm is called for.

We propose a rapid acquisition algorithm, calledSequential
Block Search(SBS), which can considerably reduce the mean
acquisition time, while maintaining the receiver complexity
comparable to the serial search algorithm.

The SBS algorithm first aims to determine a subregion where
the signal delay is likely to exist. Then, this subregion is
examined in a finer detail to find the exact position of the
signal. In order to perform the first step quickly, we define a
new template signal. The correlation of the received signal with
this template signal effectively adds a number of serial search
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under grant CCR-99-79361, and in part by the New Jersey Center for Wireless
Telecommunications.

2Also with the Department of Electroscience, Lund University.

correlation outputs within a certain block in time. This output
from the block is then used as a criterion to decide if the block
contains the signal or not. Whenever the block output exceeds
a specified threshold, we apply the conventional serial search
algorithm within this subregion corresponding to the block.

The remainder of the paper is organized as follows. Section
II defines the signal structure used during the acquisition
process. SBS algorithm is explained in Section III. Then,
statistics of correlation outputs are derived in Section IV, which
is followed by acquisition time analysis and simulation results
in Section V. Finally, some concluding remarks are made in
Section VI.

II. SIGNAL MODEL

Consider a binary phase-shift keyed random time hopping
impulse radio (TH-IR) system where the transmitted signal
from user k in an Nu-user setting is represented by the
following model [3]:

sk
tr(t) =

∞∑

j=−∞
dk

j bk
bj/Nfcwtx(t− jTf − ck

j Tc), (1)

where wtx is the transmitted unit-energy pulse,Tf is the
average pulse repetition time,Nf is the number of pulses
representing one information symbol andbk

bj/Nfc ∈ {+1,−1}
is the information symbol transmitted by userk. In order to
allow the channel to be exploited by many users and avoid
catastrophic collisions, a pseudo-random sequence{ck

j }, where
ck
j ∈ {0, 1, ..., Nc−1}, is assigned to each user. This sequence

is called time hopping sequence and provides an additional
time shift ofck

j Tc seconds to thejth pulse of thekth user where
Tc is the chip interval and is chosen to satisfyTc ≤ Tf/Nc in
order to prevent the pulses from overlapping.

In this paper, we consider coded IR systems wheredk
j ’s are

binary random variables, independent for(j, k) 6= (i, l), taking
each of the values±1 with probability1/2 [3]. This system can
be regarded as a random Direct Sequence CDMA (RCDMA)
system withTf = Tc andNf representing the processing gain.

Define a sequence{sk
j } as follows

sk
j =

{
dk
bj/Ncc, j −Nfbj/Ncc = ck

bj/Ncc
0, otherwise.

(2)

Then, assumingTf/Tc = Nc without loss of generality, (1)
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can be expressed as

sk
tr(t) =

∞∑

j=−∞
sk

j bk
bj/(Nf Nc)cwtx(t− jTc), (3)

which indicates that IR systems can be regarded as RCDMA
systems with generalized spreading sequences,{sk

j } [3].
Assume that no data modulation is done during the acqui-

sition stage, that is,b1
bj/(Nf Nc)c = 1 ∀j3. In this case, the

received signal over a flat fading channel4 can be expressed as

r(t) =
Nu∑

k=1

∞∑

j=−∞
sk

j wrx(t− jTc − τk) + σnn(t), (4)

where τk is the TOA of userk (τk = lTc, with l being an
integer, is assumed for simplicity),wrx is the received UWB
pulse andn(t) is white Gaussian noise with unit spectral
density.

III. SEQUENTIAL BLOCK SEARCH ALGORITHM

First, consider the conventional serial search algorithm. In
this scheme, the received signal is correlated with a template
signal and the output is compared to a threshold. If the output
is lower than the threshold, the template signal is shifted by one
bin, which corresponds to the resolvable path interval and the
correlation with the received signal is obtained again. By this
way, the search continues until an output exceeds the threshold.

Each different search location is called a “cell”. If the output
of the correlation comes from a case where signal path and the
template signal are aligned, it is called a signal cell output.
Otherwise, it is called a non-signal cell output. The number of
cells in the uncertainty region is taken to beN . One of these
cells is the signal cell while the others are non-signal cells. A
false alarm occurs when a non-signal cell output exceeds the
threshold. In this case, timetp elapses until the search recovers
again. This time is the called penalty time for a false alarm.

For the signal model in (3), the template signal for the
serial search can be expressed as follows, assuming no data
modulation for the purposes of acquisition:

s(c)
m1

(t) =
(j+m1)Nc−1∑

n=jNc

s1
nwrx(t− nTc), (5)

wherem1 is the number of pulses, over which the correlation
is taken.

For the SBS algorithm, there are two different template
signals. The first one is similar to the one used in the serial
search while the second one is used for searching a block of
cells quickly. This latter template signal for the signal model
described in (3) can be expressed as follows:

s(b)
m2

(t) =
K−1∑

i=0

(j+m2)Nc−1∑

n=jNc

s1
nwrx(t− nTc − iTc), (6)

3Without loss of generalitybk
bj/Nf Ncc = 1 ∀j, k can be assumed for our

purposes.
4The results for frequency selective channels can be found in [2].

whereK is the number of cells in the block andN = KB
is assumed withB being the total number of blocks in the
uncertainty region. For simplicity,Tc is taken as the minimum
resolvable path interval.

The output of the correlation between the received signal
and the template signal in (6) is used as a quick test to check
if the whole block consisting ofK cells contains the signal
cell or not, while the correlation output of the received signal
and the first template in (5) is used in the detailed search of a
block.

Let i denote the index of the block that is currently being
searched, withi = 1 initially. Then, the SBS algorithm can be
described as follows:

1) Check theith block usings
(b)
m2(t− (i− 1)KTc).

2) If the output of theith block is not higher than the
threshold,τb, then go to step 6.

3) If the output of theith block is higher thanτb, then
search the block in more detail, i.e. cell-by-cell serial search
with thresholdτs and templates(c)

m1(t).
4) If no signal cell is found in the block, go to step 6.
5) If the signal cell is found in the block, DONE.
6) Set i = (i mod B) + 1 and go to step 1.
Some implicit steps in the algorithm are worth considering.

When a false alarm (FA) occurs in the serial search part, the
search resumes with the next cell afterC time units, which
is the penalty time in terms of frame time. So in step 5, “the
signal cell is found” means that a correlation output exceeds
the threshold without a false alarm. Similarly, in step 4, “no
signal cell is found” implies that no correlation output exceeds
the threshold without a false alarm.

IV. STATISTICS OF THEDECISION VARIABLES

In this section, the statistics of the decision variables will
be derived for long correlation intervals.

A. Serial Search Outputs

In this case, the received signal is correlated with shifted
versions of the template signal (5).

yi =
∫

r(t)s(c)
m1

(t−∆i)dt, (7)

for i = 1, ..., N , where∆i = (i − 1)Tc is the delay of the
template signal for theith cell. The outputyi can be expressed
as the sum of three terms,yi = xi + ai + ni, where

xi : Signal part/Self interference,

ai : Multiple access interference (MAI),

ni : Output noise.

The output noise can be shown to be distributed as
N (0,m1σ

2
n). The first termxi can be expressed as follows

depending on the signal/non-signal cell situation:
1) Signal Cell Case:In this case, the template signal (5)

and the received signal are aligned. Therefore, the correlation
over m1 pulses gives the following signal part

xls =
m1Nc∑

j=1

s2
j = m1, (8)
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sincesj is non-zero (±1) only once inNc consecutive cells.
Note thatls is the index of the signal cell.

2) Non-Signal Cell Case:Again consider a correlation over
m1 pulses. In this case, the received signal and the template
signal in (5) are misaligned by one or more cells. Then, the
self interference part of the output of the correlation can be
expressed as

xi =

(j+m1)Nc−1X
n=jNc

Z
s1

nwrx(t−nTc−∆i)

∞X
m=−∞

s1
mwrx(t−mTc−τ1)dt,

(9)
for i = 1, ..., ls − 1, ls + 1, ..., N .

Note that since the outer summation is overm1Nc terms,s1
n

will be non-zero (±1) just m1 times. So (9) can be considered
as the sum ofm1 separate correlations, each of which denotes
the output due to one pulse of the template signal. If we denote
each of these terms by a random variablexil for l = 1, ...,m1,
the self interference part of the output can be expressed as

xi =
m1∑

l=1

xil, (10)

where

xil =

Z
d1

j+l−1wrx(t−nTc−∆i)

∞X
m=−∞

s1
mwrx(t−mTc− τ1)dt.

(11)
Now the aim is to find the probability distribution ofxil for

eachl. To this end, assume that the amount of misalignment
between the received signal and the template signal is an
integer multiple ofTc for all non-signal cell situations, that
is, τ1−∆i is an integer multiple ofTc. Let γi = |τ1−∆i|/Tc

be the integer representing the misalignment between the delay
of the ith template signal and the received signal in terms of
Tc, which can also be interpreted as the distance between the
ith non-signal cell and the signal cell.

Note that since eachxil is the output of the correlation
between one pulse in the template signal and the received
signal, it is obvious thatxi1, ..., xim1 are identically distributed.

First, consider the case whereγi < Nc, that is, the
misalignment between the received and the template signals
is less thanNcTc seconds. In this case,xil is non-zero only
when thelth pulse of the template signal overlaps with any of
the received signal pulses. Sinceγi < Nc, two pulses can
overlap only if they are in frames which are next to each
other. Therefore, for thelth pulse of the template signal to
overlap with a pulse of the received signal, the pulse should
be in one of theγi positions close to the next frame and the
next pulse in that frame should be in the position, to which
this lth pulse is shifted. The probability that these two events
occur simultaneously isγi/N

2
c . Therefore, with probability

γi/N
2
c , the output is non-zero. This non-zero output is the

multiplication of two consecutive coding values:d1
j+l−1 and

d1
j+l or d1

j+l−1 andd1
j+l−2, wheredk

j is as in (1) and related
to the spreading sequence as shown in (2). They take values
±1 with equal probability and are independent of each other
by definition. Therefore, the probability mass function forxil

for l = 1, , , .m1 can be expressed as

pxil
(x) =

{
γi/2N2

c x = ±1
1− γi/N

2
c x = 0

(12)

From (12), it is seen that E{xil} = 0 and Var{xil} = γi/N
2
c

for l = 1, ..., m1.
Although the stationary sequence{xil}m1

l=1 is not indepen-
dent, it is a 1-dependent random sequence4 and hence a
φ-mixing random sequence satisfying the conditions in [4].
Therefore, central limit theorem (CLT) can be applied and for
sufficiently largem1 the probability distribution ofxi can be
approximately expressed asN (0 , m1σ

2) where

σ2 = E{x2
i1}+ 2

∞∑

j=1

E{xi1xi(1+j)}. (13)

It is easy to show that the cross-correlation term is zero.
Therefore, the following asymptotic distribution is obtained:

xi ∼ N (0 , m1γi/N
2
c ) γi < Nc. (14)

Whenγi ≥ Nc, we can follow similar approaches and show
that

xi ∼ N (0 , m1/Nc) γi ≥ Nc. (15)

For the MAI term, we can similarly show that for large
correlation intervals, it can be approximated by the following
Gaussian random variable:

ai ∼ N (0 , (Nu − 1)m1/Nc). (16)

B. Block Search Outputs

In this case, the received signal is correlated with shifted
versions of the template signal (6). The block containing the
signal cell is called the signal block while the blocks consisting
of all non-signal cells are called non-signal blocks.

The correlation output can be expressed as

yi =
∫

r(t)s(b)
m2

(t−∆
′
i)dt, (17)

for i = 1, ..., B with ∆
′
i = (i− 1)KTc andN = KB.

Again the output can be expressed as a sum of three terms,
yi = xi+ai+ni, wherexi is the signal part or self interference
term, ai is MAI term and ni is the output noise. Note that
ni ∼ N (0,m2Kσ2

n). Also by similar CLT arguments,ai ∼
N (0, (Nu − 1)m2K/Nc).

For xi, we have the following results:
1) Non-Signal Block Case:In this case, all of theK cells

in the block are non-signal cells. The following lemma states
that under some situations, the probability density function of
the self interference terms of the non-signal block output can
be approximated by a Gaussian density function.

Lemma 4.1: Assuming that each of theK cells in the
block is away from the signal cell by more thanNc cells,
the probability distribution of the self interference term of the
non-signal block output can be approximated by the following
Gaussian distribution for large values of correlation interval

4(X1, ..., Xi) and (Xi+j , ...) are independent wheneverj > 1.
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m2
xi ∼ N (0 , m2K/Nc), (18)

for i = 1, ..., lb − 1, lb + 1, ..., B, wherelb is the index of the
signal block.

Proof See [2].
2) Signal Block Case:In this case, the signal cell is in

the block and the remainingK − 1 cells are non-signal cells.
For correlation overm2 pulses, the distribution of the signal
part of the signal block output can again be approximated by
a Gaussian distribution under some conditions. We state the
result for the simple case where2 ≤ K < Nc (see [2] for the
general expression).

Lemma 4.2: For 2 ≤ K < Nc, the probability distribution
of the signal part of the signal block output can be approxi-
mated by the following Gaussian distribution for large values
of the correlation intervalm2

xlb ∼ N
�

m2 , m2

�
K2 − 1

3N2
c

+
n(n + 1)(3K − 4n− 2)

3KN2
c

��
,

(19)
where n =

⌊
K−1

2

⌋
. Or, in a more reduced form,xlb ∼

N (m2 , m2(5K2 − c)/(12N2
c )) wherec = 5 if K is odd and

c = 8 for evenK.
Proof See [2].

V. ACQUISITION TIME ANALYSIS

Using the approximate probability distributions derived in
the previous section, the probabilities of false alarms and miss
detections in different scenarios can be expressed using Q-
functions. Then, the aim becomes the derivation of the mean
acquisition time (MAT) formulas.

It is shown in [1] that when the signal cell location is
uniformly distributed through the uncertainty region, the MAT
for the serial search in a flat fading channel can be expressed
approximately as

E{Tserial} ≈ N(2− PD)(1 + CPFA/m1)
2PD

.m1 (20)

for large N values, whereN is the number of cells in the
uncertainty region,PD is the probability of detection of the
signal path andPFA is the probability of false alarm. The
correlation over one frame is taken to be one unit time. When
a false alarm occurs,C penalty time units elapse before the
search continues with the next cell.

Using the signal flow graph approach in [1], we can show
that for large number of blocksB, the MAT for the SBS
algorithm can be expressed as

E{TSBS} ≈ [m2 + KPN (m1 + CPFA)](2− PSPD)B
2PSPD

,

(21)
where PN is the probability that a non-signal block output
exceeds the threshold andPS is the probability that a signal
block output exceeds the threshold.

Define asymptotic gain as the ratio of the serial search MAT
to the SBS MAT under the limiting conditionsσ2

n −→ 0 and
Nc −→∞. It can be shown [2] that

G = 10 log
N/2

(B/2 + K/2)|B=K=
√

N

= 10 log

√
N

2
. (22)

−10 −8 −6 −4 −2 0 2 4 6 8 10
0

50

100

150

200

250

300

350

400

SIR(dB)

M
A

T
(u

s)

Serial Search
SBS Algorithm

Fig. 1. Mean acquisition times for different algorithms.
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In other words, in the ideal conditions, the gain increases as
the number of cells in the uncertainty region increases.

For realistic situations, we perform some simulation experi-
ments to compare the algorithms. Figure 1 compares the MATs
of serial search and SBS algorithms for different SIR5 values
when the number of cells in the uncertainty region,N , is 360,
chip intervalTc is 0.25ns, false alarm penalty is100 unit time
and there are10 users in the system. Here, we can see that
SBS algorithm has lower mean acquisition times and the gain
increases as SIR increases as shown in Figure 2.

VI. CONCLUSION

In this paper, a rapid acquisition technique has been pro-
posed and its performance has been evaluated. It comparison
to conventional serial search technique shows the efficiency of
the algorithm.
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