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1.0 INTRODUCTION

1.1 Depth Perception in Nature

Human beings, along with ather animals, possessthe aili ty to estimate how far objects
are away from them. Thisis becaise we have two eyes that are off set from each ather. Each eye
sees adightly different view of the world, which can be demonstrated easily by holding afinger
up closeto your face and looking at it from at first one eye and then the other. This differencein
thefield of view of each eye provides disparity datawhich isinterpreted somehow by the brain
into asensation d depth. Disparity is the slight shifting that occurs in the placement of objedsin
eat eyes field of view. The doser an oljed isto your eyes, the larger the disparity becomes.
Thisiswhy afinger held upclose to your face gpearsto “jump” significantly between the
different views of your two eyes. Depth perceptionis donre quickly and eff ortlesdy by our brains
andistaken for granted in ou everyday lives.
1.2 Computer Vision: Depth Perception

Like human vision, computer vision algorithms require multi ple views of a sceneto
extrad that scene' s depth information. To extrad depth information from a set of images (called
stereo pairsif there ae two imagesin the set), the dgorithms must match certain pations of one
image to pations of ancther. The offset, or disparity, between the matched pertsin the two
imagesisinversely propationd to its depth in the scene. These dispariti es can be mnverted into

absolute depths by the formula z = % , Where z isthe distance from the cameras to the objed in

the scene in meters, sisthe separation dstanceof the canerasin meters, f isthe focal length of
the canera’slensesin pixels, and disthe cdculated dsparity in pixels. Sincethe resolution o
depth isdiredly propational to the resolution d the images, the higher the resolution d the
images, the more predse the depth information will be sincethe disparity information will
bewme more precise awell. It isunnecessary for depth algorithms to cdculate the dsolute
depth for a scene since relative depths using only disparity data can be mapped to absolute
depths. Depth maps, which are usually grayscde images representing depth informationin
shades of gray (by convention, whiteis close, blad isfar), can be cdculated using only disparity
data.

1.3 Methodsfor Algorithms

There ae two common methods for detecting parts of one image with parts of another
and thus extrading depth information: area- and feaure- based detection.

Area-based detedion works by correlating one particular pixel in oreimage with its
correspondng pixe in ancther image. Since one pixel in animage can be patentially matched to
many pixelsin another image, the pixels sirroundng that one are used to help find the proper
match. Thisimage “patch” isthen correlated with asimilar “patch” in the mrrespondng stereo
pair and the pixel’s disparity datais thus cdculated. For this reason, these dgorithms are cdled
correlation-based schemes. This processis repeated for each pixel in the image.

Feaure-based detectionworks by first trandating the raw pixel datainto a set of feaures
that can be recognized. Thisis dore because it is asaumed that a set of featuresis amore stable
image property than raw pixel values. The dgorithm then attempts to match the set of feaures
with thaose feaures present in the @rrespondng stereo pair. Disparity datais then cdculated
based onthese fedures, bu only on these features. Pixels not present in any feature will not have
adisparity value associated with them.
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2.0 TRINOCULAR VISION SYSTEM

2.1 Introduction

A trinocular view was used to extrad the depth information from an arbitrary
scene using a wrrelation-based algorithm. A trinocular view consists of threeseparate views of
the same scene, as oppcsed to a binocular view, which uses only two. A trinocular vision system
has certain advantages over abinocular vision system that were exploited.

Sincethere are threeseparate views instead o two, you have more data against which to
find a good match for a specific pixel. This helps becaise ceatain visual problems appear when
obtaining separate views of the same scene. Occlusionis the biggest problem that faces a
correlation-based methodfor determining depth. Occlusionis when an oljea or part of an olject
in the badkgroundis hidden from view by an olject in the foreground.This occurs because
objedsin the foregroundshift more than oljectsin the badkgroundin relation to the diff erent
cameraviews. An olject or part of an olject present in ore view may not be present in ancther.
With three caneraviewsinsteal of just two, the problem of having an olject ocduded is
lessened asit islesslikely the objed will be ocduded in more than ore off set view.

2.2 Setup

Only one canerawas used to oltain the three separate images of the scene necessary to
determine depth. The caneratook a picture of the scene and was physicdly shifted before it took
the next picture. Because the images were taken at diff erent momentsin time, depths could ony
be caculated for stationary scenes.

There were many reasons only one camera was used rather than three. The caneras
interfaced with the PC via aparall el port, which has neither the number of pins nor the speed to
control more than ore camera & atime. The cameras themselves were low cost and their lenses
often produced images such that they were unable to be cdi brated accurately with ead ather.
Using only one canera makes cdibration unrecessary.

The canerawas attached to a damp which was mournted ona heavy metal plate used in
laser laboratories. A 1-inch square grid was placed onthe table below the metal plate so that its
pasition could be known predsely. The caneratook the rightmost view of the scene and the
metal plate was moved one inch haizontally acrossthe table. It took the center view and was
again moved oreinch to the left. It then took the leftmost view of the scene.

The canera simaging sensor is aMitsubishi CMOS imaging sensor cgpable of obtaining
128x128x8-hit grayscde images. Thisimage size and color depth isided for such applicaions
asroba visionand proximity detection. Sinceit is nowhere near the resolution d the human eye,
the scenes that the caneratook pctures of were small and relatively close by and urcluttered.
Because the resolutionis  small, its depth resolutionis not grea. So limiti ng its appliceble
range enhances its ability to determine predse depth, within that range.

2.3 The Depth Algorithm

The dgorithm used to extrad the depth information from the sceneis a wrrelation-based
algorithm developed by Joshua Migdal under the supervision d Dr. Willi am Y erazunis for
Mitsubishi Eledric. The dgorithm has threeparts: a preprocessor, a depth extrador, and a
postprocessor.

The preprocesor appli es a sharpening filter to the images @ that the edges gand ou
more. Thisworks very well because edges are easy to identify in the diff erent images and thus
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can be used to oltain acarate depths. If more alges are brought out through a sharpening of the
image, the pixel matcheswill be greder.
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Preprocesgng of aparticular view

The depth extrador isthe arrelation-based algorithm itself. It usesthe center image &
the basis for calculating the pixel depths and generating the resulting depth map. The center
image matches against the left and right views, but the left and right views do nd match against
eadt ather. There are severa parts that make up this algorithm.

The onvdution window, which determines how large of an image patch will be used to
determine the depth of a pixel, is a parameter given to the dgorithm. Thereis an art to setting
this parameter. If the patch size istoo great you will saaifice depth resolution. Thisis becaise
pixel off sets beaome lessimportant for the quality of amatch the larger the patch sizeis. But if
you make the patch size too small, then fal se matches occur more often as thereis lessdata to
base agoodmatch on.A reasonable size that works well isawindow of 7 pixels sjuare, with the
matching pixel the centermost one.

Ancther parameter is the disparity limit. It isuseful to limit how far away the algorithm
will | ook to find amatch for apixel in aparticular view. To limit the range reduces fal se matches
asthe dgorithm has lessdata to match against (so long as the disparity limit i s sufficient enough
to find the crred match!). It also makes the dgorithm faster, which isimportant for practicd
uses. But this parameter is arbitrary: it depends uponthe view. If we knew how much an olject
would shift beforehand, then we wouldn't need to calculate its depth; we would know it already.
But thisknowledgeis preasely what we neal to automatically chocse adisparity limit. Soin
pradicethis sroud nd be dore.

There ae techniques to limiti ng the number of pixelsthat need to be dhedked withou
having any advance knowledge of the scene. Because of the way the camera views are arranged,
we know that any disparity will be dong ahorizontal scan line only (Thereisno werticd shifting
of theimages). Thusit isonly necessary to check pixels onthe same horizontal scanlinein a
shifted image & the original pixel in the canter image. To limit further, we need orly ched to
one side of the original pixel in a shifted image. Depending onwhich offset view the matchis
being attempted on,you reed ony look either to the right or to the left.
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For example, suppase we were matching the pixel shown (indicated by the drcle) abovein the
center image against the left and right views. In the left view, this pixel is off set to the left from
the canter image. Likewise, the same pixel in theright view is offset to theright. It is because of
this that the views get their name. In redity, the left view is taken when the cameraisin the
rightmost position and the right view is taken when the caneraisin the leftmost pasition.

To determine if a particular match along the horizontal scan line is good,a method
known as the sum of squared dfferencesis used. This method subtracts the raw intensity values
of eat pixel inthe patch from the correspondng pixel in the off set image and squaresit. Add up
all the squared dfferences for the entire patch and you get one value call ed the sum of squared
differences (SD) for the offset pixel. The reason for squaring the diff erences is to weigh the
differencesin pixel values nonlinealy. This gives near-missesin pixel values between center
and dfset view patches much greater weight than large missesin pixel value. The smaller the
SPD value for an offset pixel (and for its convdving window), the better the match.
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This figure shows examples of a good match and a bad match along a horizontal scan line. The
basic necessty for agood match is overwhelming evidencethat a spedfic off set identifies the
original pixel in an off set image. The good match has avery sharp dedine and avery sharp
incline aoundthe smallest SD value in the group. Couped with thisis the fad that no aher
locd minimums have values anywhere nea the asolute minimum. These ae the primary
feaures of agoodmatch. A bad match has just the oppdasite. It has many locd minimums nea in
value to the @solute minimum value of the groupand nosharp dedines or inclines aroundany

of the minimum values, espedally the asolute minimum value.
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Fitted Parabola

By interpreting the SD data, it is possble to okltain sub-pixel depth perception. Thisis
adhieved by fitting a parabdathrough the asolute minimum S data point and the paintsto
either side of it. The adual depth will be the minimum of thisfitted parabola, na the asolute

c-a
4b-2a-2c’
where aisthe pixel to the left of the asolute minimum SD value, bisthe asolute minimum
SD value, cisthe pixel to the right of the dsolute minimum SD value, and A isthe cdculated
off set from point b. The actual depth of the pixel would therefore be (b+A).

The postprocesor refines the depth map generated during the depth extradion. It does ©
by analyzing the S datafor each pixel of the center image and assgning to that pixel amatch
quality. Thismatch quality is based uponthe qualiti es of a goodmatch: alow absolute minimum,
no ambiguouws locd minimums, and a steep fall before the minimum and a steep rise after. If a
pixel has these qudliti es, it isanea certainty that a match was found.If it had a wupe of these
gualiti es, the match isn’t asgood b it isn’t bad either. If it had nane, then the match is
uncertain. After assgning each pixel amatch quality, it then refines the depth map by changing
the depth values of pixelsit isuncertain abou. The postprocessor does this by performing a
proximity seach of pixels aroundthe pixel in questionlooking for pixels with a better match
guality than itself. It then averages the depths of al better matched pixels aroundthat level in the
proximity seach. This has the @fed of smoathing the depth map and removing discontinuiti es
within the depth map.

minimum SSD data point. The formulato determine the sub-pixel depthis: A =
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3.0RESULTS

3.0.1 Introduction

The results consist of several different images. The results show the images used in the
separate views. For two scenes, thereis aleft, right, and center view taken by the cameras. For
the others, there ae only two views, right and left. These other data are standard stereo pairs
used to by many depth extradion agorithms and are useful in comparing against the different
algorithms. In these caes, theright view is used to generate the depth map.

There ae two depth maps: the original depth map and the recadculated depth map. The
recdculated depth map isthe final result, after postprocessng. There is also a match map, which
shows the strength of the match associated with eadh pixel’s depth (the lighter, the better). All of
these maps are rescd ed so that the variations in color, representing depth and match strength, are
more gparent.
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3.1 Single Object Scene, No Preprocessing
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3.1.1 Scene Description

This £ene @mnsists of an al can onatablein the foreground,and a cdi bration shee
taped to the wall i n the badkground.
3.1.2 Algorithm Analysis

The depth map shows clearly that the oil can was foundto be in the foregroundand the
cdibration shed in the background.The recdculated depth map removes some white from the
tip of the oil can in the depth map and smoaothes the cdibration shed, giving it amore uniform
color (depth). The match map is surprising since it describes the quality of match associated with
most of the oil canto be poar. Thisdid na seem to affed the quality of the depth map, havever.

There aetroule spats in the resulting depth map. The areato the lower-left isfill ed with
bad data. Thisisdueto theladk of good dstinguishing features that a crrelation-based
algorithm needs to find a suitable match. Ancther problem is that the dgorithm foundthe wall to
be far behind the cali bration shed, which isonthewall. Thisis due to sensor noise and the fad
that there are no dstinguishing features onthe wall. This all ows the sensor noise to prevail over
fedures present in the image and become the dominant matching feaure. Sincethe sensor noise
does nat shift with the diff erent views, the dgorithm assumes there is no shifting. Worse yet, it
foundthat this ensor noise was of the very best quality match!
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3.2 Single Object Scene, Preprocessing
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3.2.1 Scene Description

This £eneisthe same & fdion 3.1, btiwith the sharpening filter applied.
3.2.2 Algorithm Analysis

The performance is much better on the preprocessed images. The anbiguitiesin the
lower-right corner of the depth map are reduced, the @ntinuity of the depths for the cali bration
shed and dl can are much improved. The recal culated depth map shows a much greaer level of
refinement than for section 3.1.

For better of for worse, the preprocessng made the sensor noise ezen more blatant, so
that ambiguitiesin the wall present in sedion 3.1are reduced or eliminated here.
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3.3 Multiple Object Scene, No Preprocessing
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3.3.1 Scene Description

This £ene @mnsists of three objeds: an al can in the foreground,a tape roll er midway
between the wall andthe oil can, and a cdi bration sheet taped to the wall .
3.3.2 Algorithm Analysis

The dgorithm performed well. It foundthe oil can, the tape roller, and the cdibration
shed, each at their proper depths. It reported the depths of these objeds with much unformity,
espedally naticeable in the recadculated depth map. The match map shows that the dgorithm
was much more sure of the cdi bration sheet and al can than it wasin bah sedions3.1and 3.2.

The dgorithm again had troube with the sensor noise in regions of the images garse
with dscriminating image data (i.e. the wall and table areas). What seanslike a ‘melting” of the
tape roll er in the depth maps is adually a succesdul match of the table. The reason the dgorithm
picked this areaupis because there ae shadows present for the dgorithm to match against. The
algorithm also picked upartifacts of the oil can onthe left hand side. Thisis most likely dueto
the shadow of the ail can cast onthewall behindit. Shadows, as well as specular highlights and
reflections, vary significantly between views of the same scene and are nat, in general, good
feauresto match on.
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3.4 Multiple Object Scene, Preprocessing
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3.4.1 Scene Description

This ceneisthe same & fdion 3.3, buiwith the sharpening filter applied.
3.4.2 Algorithm Analysis

Predictably, the dgorithm performed better on the preprocessed images. Most of the
artifads on the depth map due to shadows cast by the oil can are resolved corredly. The
cdibration shed, ail can, and tape roll er have very uniform colors (depths) and they were each
foundin their proper depths.

The preprocessng enhanced the sensor noise & well, yielding very good*® matches’ to
thewall and desk areas as well . Unfortunately the sensor noiseis not shifted at all i n the diff erent
views 9 it appeasthat the desk and wall are very far in the background.ldedly, the calibration
shed shoud na be distinguishable from the wall i n the depth map, as they shoud bah appear at
the same depth.
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3.5 The Staircase

Recdculated Depth Map

3.5.1 Scene Description

Thisisascene of aspira staircase, rendered in POV-RAY . Becauseit isrendered, it
makes a perfect stereo pair. Thereis no cameranaise, lens distortion, cdibrationisaues, etc. This
makes the scene great for testing a best-case scenario, but will typically not show red-world
results.

3.5.2 Algorithm Analysis

The dgorithm performed very well under theseided condtions. The depth map hasa
nice gradient representing the staircase which circles neaer and further away from the “cameras’
asit spiralsup. The badkground,for the most part, is completely bladk, representing the fact that
the badkground aes not shift between images.

“White strings’ appea through the bladk badkgroundof the depth map, hovever. These
show up sporadicdly through the badkground,probably because there is littl e distinguishing
fedures at those parts in the badkground.The “white string” areas are mwmplemented nicdy with
areas of low match quality in the match map. This means that the dgorithm caught that they
were bad matches, but could na do anything with them. It is difficult to seein these shrunken
pictures, bu in the recalculated depth map, the “white strings” are dotted with blad dats,
representing those aeas where the postprocesor attempted to fill i n the bad data with better data.
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3.6 Car Part
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3.6.1 Scene Description

Thisis ascene of a Renault automobil e part. Thisisared scene, taken with cameras; it is
not rendered. It isnaot quite anatural scene, however, sinceit was set up uncer ideal condtions.
3.6.2 Algorithm Analysis

The ar part was found ncdy, aswasthetableit is stting on. The depth map shows a
very nicegradient of color (depth) representing the table sloping off into the badkground.The car
part has well-defined regions in the depth map, representing its odd shape and contour. The
match map shows that the dgorithm was very sure of most of the car part and some of the
surroundng area. The dgorithm was reasonably sure of the table aea.

Predictably, the dgorithm had troule with the aeas of littl e definition. The aeasin the
depth map that are discontinuows in color (depth) are the very areas in the match map where the
algorithm showed littl e match strength. The postprocessor adds depth information to some of the
pixels with littl e match strength, bu not enough to significantly enhance the depth map.
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3.7 Tree, No Preprocessing

3.7.1 Scene Description

Thisisanatural scene of atreg aledge, andasmall brick wall. There ae mountains
present in the background.Thisis avery denseimage, with lots of differing depths. The
resolution d theseimagesis not such that the depths could be extraded with as much detail as
could be inferred simply by looking at the images. This dereo pair makes for a goodred-world
test.

3.7.2 Algorithm Analysis

The dgorithm foundthe tree and its branches nicely. The lor (depth) in the depth map
isvery smocoth aroundthe tree aea It also accurately foundthe ledge that the treeis growing
from. Thereisanicegradient that marks the ledge’ s fading into the badkground.The
recdculated depth map does a grea job in removing the discontinuiti es within the gradient of the
ledge.

Although the dgorithm foundthe objeds in the foregroundaccurately, it had troude
finding the object far in the badkground. The backgroundappears with numerous white patches
in it. Shadows underneah the tree mnfused the dgorithm as well. The dark spots caused by
shadows have no spatial continuity between the different views of the scene and therefore ae not
suitable for matching. The dgorithm does nat know this, of course, and gets confused.
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3.8 Tree, Preprocessing

3.8.1 Scene Description

This £eneisthe same & fdion 3.7, btiwith the sharpening filter applied.
3.8.2 Algorithm Analysis

The recdculated depth map has alarger rolein this <ene than it did in any other. It
performed very well to smocth ou the inconsistenciesin color (depth) present in the original
depth map rea the sky and kranches of the tree. It removed nearly al of the inconsistencies
within the gradient representing the ledge. The dgorithm foundthe tree and ledge well, asit did
in the urfiltered scene.

Aswas described in sedion 3.7 the dgorithm foundthe foreground olpeds with more
acaracy than the badkground olpeds. The match map and the pasition d the poa quality
matches correlates well with the false matches present in the depth map.
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4.0 CONCLUSION

4.1 Interpretation of Results

The tests performed show clearly that the preprocessng step aids the depth extradion
process It does © by enhancing the edges and creaing more discriminating features to match
against. This cuts bad onfalse matches and generates more good matches.

The postprocessng step is also helpful in creaing the final depth map. It removes certain
discontinuiti es within well-matched areas. The postprocesor has gred potential to help generate
acarate and continuots depth maps. The results show that the postprocessor makes valid
choices for pixelswith bad match qualiti es, though the results also show that the postprocessor
needs to domore work. It does nat fix enough bad match-quality pixels and so large aeas of
discontinuity still exist.

The depth extrador performs predictably. It gets caught up onshadows and areas of low
detail or areas of low discriminating feaures. Taking multi ple views of the same scene helpsto
cut down onthese problems by giving the dgorithm more feauresto match against. Thisis
espedally useful for shadows andrefledions, asit isunlikely that the same shadow will be cast
at the same spat in multiple views. So to have multiple views gives the dgorithm more dhances
to make agood match based onactual data, na shadows or highlights.

4.2 The Next Step

The next logicd step will beto improve both the depth extrador and the postprocessor. A
study of how the brain interprets depth could reved new ways for extrading depth. People who
seeonly one picture have asense dready of which oljeds are in the badkgroundand which are
in the foreground.We dso have the adility to understand perceptive. We cantell if an oljed is
fading towards the badkgroundor coming out towards the canera. Sincethese do nd require
multi ple views but are left more to human interpretation, it is not so much a mathematica
problem but a psychdogicd one. To implement this common sense dgorithmicdly would be
challenging, but perhaps necessary. The brain aso has the aili ty to fuse the two separate images
colleded by our eyesinto a cyclopean view. This means that the brain itself, withou conscious
interpretation, hes the aili ty to fill i n data left out from either the left or right eye by ocdusion
and aher phenomena.

Ancther way to perhaps enhance the abiliti es of the depth extrador is to change the way
the test images are taken. Right now, the three views are parall € to each ather. Thisis not the
way our eyes eetheworld, hovever. Both of our eyesfocus on ore particular spot at atime.
Thisiswhy our eyes go “crosseyed”’ when trying to see afinger held upcloseto ou face. So,
instead of having the cameras parall el to eat ather it may be beneficial to pasition then so that
they create afocd point in space.

The postprocesor could also be improved by making it more robust. It shoud fix more
troule spats in the depth map. A way to make it more robust isto have the proximity search go
down more levelsin its each to find good quality matches. Also, it could be made to refine the
depth map iteratively, going over the image in multi ple passes fixing more aad more problem
areas by using the data mllected duing previous pass.
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